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ABSTRACT

A new one-equation turbulence model has been developed and tested. The tur-
bulent viscosity {is obtained as the product of the squarervot of the
turbulent kinetic enmergy and the turbulent length scale. The turbulent
length scale is obtained from an equatlon, which is based on an analogy of
ven Karman's equation, and involves the turbulent kinetic energy and the
normal distance from the {nearest) wall. The model is tested in three
parabolic flows and four elliptical flows. The CPU time was reduced by wup

to a factor two compared with the k-¢ model.

The local purging flow rate and the lccal age In ventilated rooms ave
numerically investigated. The local age at a point is the time that has
elapsed since the air, passing this point, entered the roon. The lecal
purging flow rate at a control volume P is the local net flow vate that is

supplied to P.

A computer code for complex geometries, writren for general nonorthegonal
coordinates, has been developed including a k-¢ turbulence medel. When the

velocity component, Ve (oxr v see Fig. 3.7), is solved, the neighbouring

2n'
velocities are projected in the direction of the velocity componsnt Vie {or

v2n>' Thus we change the base vectors at the neighbouring points.

When using upwind differencing, the use of projected velocities gives bet-
ter results than when curvature effects are included in the source term.
The code is applied to two laminar and twe turbulent flows: the calculated

results are compared with experimental data.

The flow in 2 displacement flow system is numerically simulated. In these
systems cool air is supplied near the floor at low velocity (see Fig.
3.12) which is heated by persons and/or machinery in the room. The flow in
the room Lis divided 1into two zones: a lower zonme (the occupied zone) to
which clean cool air continuously is supplied, and an upper zone (above the

occupied zone) where contaminated warm air is recirculating.

The buoyancy driven flow in a tall rectangular cavity of 5:1 aspect ratio

with a Rayleigh number of 4-1010 is calculated. The CELS solver is compared




with SIMPLEC, and it is shown to be up tc more than three times as fast as
SIMPLEC,

A modified form of a low Reynolds number k-¢ turbulence model is developed.
This model may have the capacity to handle free flow low Reynolds numbey
effects. The model i{s, furthermore, consistent in its nedr-wall behaviour,
and it allows simulation of the decay of grid turbulence. The model of Lam
and Bremhorst (1981) is alsc tested. Both turbulence models predict transi-

tion and relaminarization regions according to experiments.

FKeywords: one-equation turbulence model, ventilation parameter, general
curvilinear coordinates, curvature effects, projected velocities, ventila-

tion by displacement, low Reynolds number, transition, relaminarization,
CELS solver
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KOMENCLATURE
area
width of room
concentration of contaminant
initial concentration
constants in turbulence models
damping functions in the turbulence model
acceleration due to gravity
metric tensor (covariant and contravariant components)
unit base vector
height of room
turbulent kinetic energy
length of room
turbulent length scale
characteristic turbulent length scale
mass flow rate
coordinate in the normal direction from the wall
normal vector

pressure




<=

turbulence generating source term in the k and ¢-

equations
total mass (volume) flow rate, or heat source

loecal heat transfer rate at the vertical walls per unit

area {k%/mzé

local Reynoelds number ('pv/E n/u)

local Reynolds number {*pkz/{yt) ~ Jk /0]

constant factor when computing flow rate (section 3.4)
source term of general variable

temperature in '

temperature in °c

mean velocity in %, y and =z-directions, respectively

turbulent fluctuating wvelocity in =x and y-direction,

respectively

friction velocity
veloeclity in Xy~ direction
local purging flow rate
volume

volume flow rate

covariant velocity component

projected velocity component

o




X, ¥y, 2

z
front

Greek symbols

M, #t, ‘“eff

Cartesian goordinates

nen-dimensional distance from the wall (xu, /v, yu*/v)

Cartesian coordinate in the i-direction

general contravariant coordinate; there

eguivalent covariant component

z-level which divides the Jlower and upper
Section 3.4)

coefficient of thermal expansion

exchange coefficient of dependent variahle

length of room in i-directien

y-value at which the velocity is O.SUmax
haif iength of room in i-direction
digsipation of turbulent kinetic ensrgy
=y at the hot wall; =H-y at the cold wall
slope

von Karman’s constant

dynamic wviscosity (laminar, turbulent and

respectively)
kinematic viscosity

densicy

exist no

zone (see

effective,




Gk, G,I., ¢

12

“t

eff

in

max

furbulent Prandtl number for k, T and e, respectively

time

rurbulent shear stress in xy-plane

average age in a system {room}

nominal time constant of system (room) {(=V/Q)
local age at a point

wall shear stress

characteristic turbulent velocity

dependent variable; cumulative distribution function

the age
probability demsity function for the age

- RE/Z/Lt. or stream function

referring to nodal locations

referring to locations on faces of control volumes
exit

effective

inlet

maximumn

wall
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1. INTRODUCTICN

Knowledge of the air movements in ventilated rooms is essential to be able
to design a ventilation system, The object 1is to create an aceeptable
climate where suitable distribution of wvelocity, temperature, and con-
centration of contaminant prevail. The process of creating good indoor
climate can, basically, be divided into two different categories: ventila-
tion for & good air quality, and heating o¥ cooling for thermsl comfort.
The air quality in ventilated rooms can be quantified by using ventilation
parameters such as the local age and ventilation efficiency; calculation of

ventilation parsmeters is carried out in this thesis.

There are two different types of ventilation system:

1} mixing flow systems, which give a nearly uniform air temperature and

concentration of contaminants;

11} displacement flow systens, which divide the flow in the room into
two zones, a lower zone to which cool, clean air 1is continuously sup-

plied, and an upper zone where contaminated, warm agir recirculates.

One of the advantages of a displacement flow system is that it is efficient
in supplving coeoling (as the supply air is always cooler than that in the
room), which i{s important since in most office bulldings cooling is needed
all vyear round (even in Scandinavia'!). Numerical simulation of the flow in

rooms with displacement flow systems is carried out in this thesis.

Iin order to be able to design a ventilation system which satisfies the re-
quirement of good indeor climate, detailed knewledge of the flow pattern is
of great help. In the past mestly experimental investigations were carried
ouz, or simple calculation methods were used in which the wvelocity levels
were estimated without actually solving the equations. In the 197075 re-
searchers started to solve the flow equations using finite-difference
methods [two-dimensional, isothermal calculations by e.g. Nielsen (1973},
Holmberg et al. (1975); thresé-dimensional, isothermal calculations by e.g.
Hierthager (1979) and Gosman gr al. (1980); two-dimensional, buoyant cal-
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culations by e.g. Larssoen (1977) and Nielsen et gal. (1979); three-
dimensional, buoyant c¢alculations by e.g. Hjerthager {1979)}. In recent

years caloulation of the flow in ventilated rooms have become quite commen,

There are special problems assoclated with predicting the flow in venti-
lated rooms. One problem is that the velocities, at least in some regions,
are very small, which means it is possible that the flow is not fully tur-
bulent. Consequently turbulence models which can account for viscous
effects (so called "low Reynolds number turbulence models") should be used,
not only near the walls, but also in the free {(recirculating) flow regions.
Turbulence models capable of taking account for viscous effects in free
recirculating flows are, unfortunately, not available in the literature; an
(preliminar) attempr to develop such a model is donme in this thesis. In
many cases, especially in displacement flow systems, it isg important to ac-
curately predict the heat transfer at the walls, a parameter which is
assential for the performance of the ventilation system; this can probably
only be done using low Reynolds number turbulence models. In this thesis
low Reynolds number k-¢ turbulence models are used when calculating the
buoyancy driven flew in a rectangular cavity. Another problem when predict-
ing the flow in ventilated rooms is that there is often a slow variation of
the flow in time, which, when caleulating the flow is often, if not always,

not taken jinto account.

Rooms have mostly simple geometries which are readily described using
Cartesian coordinates. However, this is not the case for larger halls such
as concert halls, auditoriums, sport arenas (The Globe in Stockholm, for
example). In order to be able to predict the flow in these type of halls,
it is often necessary to use computer codes which allow description of the
configuration {n curvi-linear coordinates. Such a computer code is

developed and applied to test problems In this thesis.
2. COMPUTATION METHOD
Finite wvolume methods are used in this thesis. The differential equations

for fluid flow can all be cast in a general transport equation for the

general variable ¢ (¢=velocity component, temperature, turbulence quantity,

etc.) as




é a. . 8y . 5¢
G0+ (U Ty S (2.1a)

where 7, Fé and S‘ls denote time, exchange coefficient for ¢, and source term
for ¢, respectively. All terms that are net of transient, convective or
diffusive tvpe - the pressure gradient in the momentum equations for ex-
ample - are included in the source term. Equation (2.la) is integrated over
a control volume P, see Fig. 2.1. The control volume in Fig. 2.1 is, for
convenience, taken to be rectangular, but can, in general, be of almost
general form with four corners in two dimensions (see Fig. 1, Paper 13115,
When, for example, the <convective term d(pU4)/3x is integrated over the
contrel velume (unit length of the control volume in the y-directien}, the

following expression is obtained:

e T
] LD gy = (oUp) - (VS

Q -] Q
W W P | E
w @
Q
B

Figure 2.1. Control volume. The ¢-variable is stored in the nodes (citcles)

The problem now avises of how to estimate ¢w {$ is stored in the nodes W, P

and E); the most natural choice is to use central differencing, i.e.
¢~ 0.5 (dp+ 4

This cholce leads to instability of the discretized squations when the lo-

cal grid Reynolds number, Ragx- UWEx/v, exceeds twe, which makes it almest
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smpossible to solve the equations numerically. However, there is a pos-
sibility as shown in Hedberg {198%). The value ¢w ¢can be estimated in
different ways, snd the cholce of method in estimating ¢ depends on which

differencing method i{s used.

2 1 Different Differencing Schemes

Three different schemes used by the author (two in the thesis}) are briefly

presented below.

2 1.1 Hybrid Upwind/Central Differencing Seheme

This scheme approximates the convective terms using a central differencing
scheme if the local grid Reynolds number is below two, and otherwise upwind
differencing, i.e. (see Fig. 2.1)

éw-éw, if lRe£x§>2 and Uw>0; ¢u~¢P if IResx;>2 and Uw<9

b mabpt (L-a)dy, If [Re, (<2

where a is an interpolation factor equal to 0.3 1f the face w lies midway

hetween W and P.

This scheme has been used in all papers in the thesls.

ignted NEEIDOLS 3%

This scheme of Leonard (1979) utilizes a polynomial of the second order
fitted to three nodes, two located upstream of the face, and one node lo-
cated downstream; the scheme is thus a form of upwind scheme. It combines
the accuracy of central differencing (second order accuracy) with the in-
herent stability of upwind differencing (due to its wpwind chavacter). For

a uniform grid the éw is approximated as:
¢w— -0.125¢ww+ 0.75¢u+ 0,3?5¢P, Uw>0
4= 0.375¢w+ 0.75éP- 0.125¢E, Uw<0
This scheme has been used in the thesis in Paper VI in the momentum and

temperature equations. The resulting form of the coefficients for a

non-uniform grid is given in Appendix in Paper VI.

14




2.1.3 Skew-Upwind Difference Scheme
This is only a first-order scheme of Raithby (1976), bur it has the ad-

vantage of reducing one of the most impertant and frequent agencies of
numerical diffusion for two-dimensional reeirculating flows: flew-to-grid
skewness. The basic idea of the scheme is to apply upwind differences in a
vectorial rather that iln 2 componential sense. 1f, for example, the angle
between the velocity vector at face w and the x-axis (see Fig. 2.1) is 45°

{i.e. LW—VW>G) éw is approximated as:

¢~ 0.5(y* bo)

This scheme has been used by the author eisewhere {Davidson, 1988) in the

momentum equations.

h'd the Disc ized o
When all terms in Eq. (2.la) were integrated over the control volume P in

Fig. 2.1, the partial differential equations were cast, using various ap-

proximations, into algebraic equations for discrete points (control
volumes); the equations were discretized. they have the form

¢
apbp= Lopdon® Sc (2.19)

where L3N (nbeneighbour) contain convective and diffusive contributions,
and Sg is the constant part of the source term. The aP-coefficient has the

form
- .ot
ap= Loy, Sp

where Si is the propertional part of the source term, so that the total

source can be written

b_ o @
] SP ¢ + 5S¢
One discretized equation [Eg. (2.1b)} is derived for each variable $.
The coupling batween pressure and velocity is handled using the SIMPLE pro-

cedure (or either of 1its derivatives, SIMPLER and SIMPLEC). The main

features of the solution method can be summarized as:

15
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1} use of staggered grids for the velocities in order to avoid unphysi-

cal oscillations in the pressure field,;

11} formulation of the difference equations in implicit, conservative

form;

111} rewriting of the continuity equation ints an equation for pressure
correction, where the latter is used to correct the pressure and the

velocities; and

iv) iterative solution of the equations using the Tri-Diagonal-Matrix

Algorithm line-by-line solver.

2.3.The ko¢ Turbulence Model
In most of the thesis the standard k-¢ turbulence model is used; in Paper

11 a new one-equation turbulence model is developed, and in Paper VI two

different low Reynolds number k-¢ models are used.

The time averaged momentum equations can be written

au
& L S )-SR P Sy Ty
I CRES AR AR TR puguy)

which contain the unknown Reynolds stress tensor, puiuj. which wmust be
modelled, in order to close the equation system. In eddy viscosity tur-
bulence models (such as the k-e¢ model) the Reynolds stress tensor is

expressed using the Boussinesque eddy viscosity concept

-1}

ou, 48U
o - - R S | 2
S SRR TR Y )+ 3 8yyek

vhere 513 ts Kronecker's delta. The eddy (turbulent) viscesity, ., is,

using dimensional analysis, obtained as
po-pv 2t

where v and £ denote a turbulent characteristic velocity and length scale,

respectively. The turbulent velocity is taken as the square-root of the the

16




turbulent kinetic energy, Jk, and the turbulent length scale can, by using

dimensional analysis, be taken as
£~ k3fz/e

where e denotes the dissipation of rurbulent kinetic energy. Now an expres-

sion for turbulent viscosity can be written as
wm e p ke (2.2)
t B
where ¢ 1is a constant. Twe partial differential equations for the two new

unknown, ¥ and ¢, can be derived; unknown terms are modelled, and the

resulting modelled k and ¢-equations can be written {see, e.g., Rodi, 1980}

3 3 a Be gk
Pty +ﬁ‘{pUik) - Fn Cw+ 37 35 J o+ By-ope (2.3a3
i i ¥ i
&y v L U =8 v D
ar axi i g% ] ax
. i € i
+ % (ccl Pk -4 pe) (2.3b)

where the production term, Pk’ and the constants have the form

o, 2y
t axj axi 8xj

a,= 1.0, e~ 1.3, cy-0.09, cei-l.&&, c£2-1.92

In buoyancy affected flows addirional terms appear in the k and ¢-

equations.

2.4 The Wall Functions
The k-¢ model presented in Section 2.3 1s applicable only in regions with

high turbulent Reynolds number, yt/p. Close te the walls where viscous ef-
fects become dominant this model cannot be used. Therefore wall functions
are used at walls. Another reason for using wall functioms, and perhaps
more important, is that it is computationally much cheaper to use wall
functions rather than reselving the flow in the boundary layer by locating

many grid lines in this regiom. When using wall functions it is usually

17
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sufficlent to cover the boundary layer with 2 to 5 grid lines (in the nor-
mal direction), whereas when the flow in the boundary layer 1is to be
resolved 15 to 30 grid lines must be used. When the flow in the boundary
layer is resolved an extended turbulence model - a low Reynolds number (see

Paper VI) - must be used.

The wall functions in this thesis are of standaxd type (see e.g. Rodi,
1980), where the production of turbulent kinetic energy, Pk' and the dis-
sipation term, ¢, in the k-equation [see Eg. (2.3)] are assumed to balance

each other so that

Pkw pe (2.4)

The production term is written as

au.2

P = “t(§§) (2.5)

which, together with the assumption of constant shear stress in the bound-

ary layer
2 U
TS PULS B %§ (2.6)
gives
- 2,2
Po= [ougl /ey 2.7

Equation (2.7) into Eq. (2.4) using the relation for B in Eq. (2.2) gives

‘oo 2

The expression for ¢ is obtained from Egs. (2.4-6) as

€ = U §"g
*5)"

Using the law of the wall gives the velocity gradient

au e

ay Y

i8

e AT



where » is von Karman’s constant, so that, finally

3
Yy
€ - -
Ry

For the velocity components parallel te the wall, the wall shear stress,

- pui iz used as boundary condition; ths friction velocity, u,, iz ob-

tained from the law of the wall.
The wall function used can be summarized as:

i) the grid line near the wall for which the wall function is used
should be in the region 30<y <400.

il u, {s obtained, in an iterativ manner, from the law of the wall

uy
LONE B AT I
u* . 174

$ii) the turbulent kinetic energy is set as

C-l/ﬁ uﬁ

k=c .

jiv) the dissipation is set as

™
¥
Efu

v) the shear stress
r - uz
w Py

times surface area is included as a sink in the eguation for the

velocity component parailel to the wall.
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3. SUMMARY OF PAPERS

3.1 Paper 1l

In this paper numerical simulation of two new ventilation parameters - the
1ocal purging flow rate and the local age - is carried out. The two ven-
tilation parameters were introduced by Sandberg and sisberg (1983) and
Sandberg (1981l). The leocal purging flow rate, UP’ is the local net flow
rate at which air iz supplied, from the inlet, to an arbitrary control
volume in the room. The local age at an arbitrary point is the time r that
has elapsed since the air passing this point entered the room. There is, at
the present time, no practical method for measuring the local purging flow
rate. The local mean age distribution is, however, relatively easy to ob-
tain experimentally, and has been investigated by Sandberg (1984}, whose
results show that knowledge of the distribution of the local age provides
useful information on how air and contaminants spread in ventilated rooms.
Such a concept of age is therefore a valuable tool in evaluating the per-

formance of different ventilation schemes.

The distribution of the local age has been caleulated in two three-
dimensional, buoyantly ventilated rooms in which Sandberg (1984) has
measured the temperature and the local mean age. in one of the cases (see
Fig. 3.la) the inlet and the outlet are situated near the ceiling
(hereafter denoted by Case HI; High Inlet). The incoming air was warmer
thap that of the room and the windows were cold, simulating a ventilation
gituation in winter. This configuration was expected to give wvery poox ven-
tilation with high average age for the room. In the other case (see Fig.
3.1a) the inlet was placed near the floor (hereafter denoted by LI; Low
Inlet) and the outlet was situated near the ceiling as in Case HI. The in-
coming alr was colder than the air in the room and the windows were warm,
simulating a ventilation situation in summer. This configuration was ex-

pected to give low average local age for the room.

As there is mot yet an experimental method for measuring the local purging
flow rate, it was expected that a numerical simulation of the field of lo-
cal purging f£low rate might enhance the understanding of the concept and
give an idea of its future use and application. It is wvery expensive to

calculate the local purging flow rate since a separate calculation has to

20
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be made for each cell involved. For this reason, the

field was calculated in a two-dimensional iso-thermally ventilated room

{hereafter denoted Case 2D, see Fig. 3.1b).

N

AN

a)

Out et
Inlet

b)

Figure 3.1. Flow configurations. &) Cases #I and LI. b) Case 2D.

21
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The expression for the local age, ?P, for the step-up method can be derived

{see Section 3 in Paper 1) as
_ o
o™ g(l-cp(r)/co)ér

where ¢, and ey denote the concentration at an arbitrary point (or contrel

b
volume), and the concentration in the supply air, respectively.

The concept of the local purging flow rate, UP’ can be understood as the
net rate at which a dynamically passive contaminant is 'flushed' out of the
system from P, or equivalently, the rate at which fresh air is supplied to
P, where P is an arbitrary control volume within the system. The local
purging flow rate is obtained by introducing & source of a dynamically pas-
sive contaminant at P where U? is to be cbtained. An expression for Up is
sasily obtained by setting up a mass balance for the contaminant. If a
source iP of conteminant is placed at control volume P, then ﬁp must also,
as demanded by continuity when steady state has been reached, exit the sys-
tem, which gives ﬁ?che (¢ denotes the total ventilation mass flow rate,
which is equal to the mass flow rate through the inlet; c, denotes the con-
centration at the exit}. iP i¢ obtained frem the definition of UP as

mP-GPcP, go that

c
. e
UP- mP/cP- Q 3;

fPoth the age and the local purging fiow rate fields are simulated using
dynamically passive contaminants, which means that the flow field {is mnot
affected by the contaminants. This makes it possible to calculate the flow
£ield first and then use the calculated flow field whene calculating ;P and
UP'

Since the calculated UP iz dependent on the size and form of the control
wolume P where ﬁP is introduced (see Appendix in Paper 1) a uniform grid
should be used, i.e. all control volume sides should be of equal length. In
the present work the flow field was caleculated using unequally spaced grid
lines. When the UP-field was caleulated, a grid with all control volume
sides equal was used. The velocity field for this 'B?- grid’ was obtained
by interpolation from the ‘velocity grid’ so as to satisfy continuity.

22
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Figure 3.2. calculated velocity vectors. Case HI.
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Figure 3.3. Predicted contours of Jlocal age scaled with T Case HI.
Expts. by Sandberg (1984) at stations marked with stars.

In TFig. 3.2 ( see also Figs. 2 and 3 in Paper I) velocity vectors for Case
HI are drawn. From these plots it can be seen that the wall jet following
the ceiling hits the wall opposite the inlet and that the flow is forced
along this wall. The flow does not fall down towards the floor because of
the upwards directed buoyancy force. It reaches the side wall at y=B and
turns left towards the outlet. This large counter-clockwise vortex near the
celling is spread by friction in the whole room; the result ig a counter-
clockwise vortex at each z-level, with little fluid interchanged between

the different z-levels.

This flow pattern results in high local age near the fleor and gradually
lower :P near the ceiling as can be seen in Fig. 3.3. The agrsement between
predictions and experimental data is not very good, with local dis-
crepancies up to 23%. While numerical predictions show an almost monotonic
increase in age of the air with decreasing z. the experiments show maximum
age in the middle (in the z-direction, that is) of the room. This may indi-
cate that the predicted flow pattern is more stratified than that in the
experiments. The predicted average age for the room ?/rn-l.la (rn denotes
the nominal time constant, which is equal to the local age at the exit), is

in fairly good agreement with the experimental value 1.3,

24
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The discrepancies between predicted and experimental lecal age in Case LI
are of the same order as in Case HI. The reason for these discrepancies is
probably to be found in the discrepancies between the predicted and ex-
perimental velocity fields, which sre probably due to =a combination of
inaccuracies in the predictions (such as the turbulence medel, the wall-
functions) and the experiments {uncertainty in the inlet cenditions,
incomplete homogenous mixing of the centaminant in the initial transient,
ete.: see Paper 1). Fontaine gf al. (1988) have recently carried out an ex-
perimental and numerical study of the local age in a two-dimensional iso-
thermally ventilated room. They obtain good agreement between predictions
and experiments in the larger part of the room; in the wall jet region,
however, there are discrepancies of up to 30 percent. Fontaine gt .al.
believes this is due to instabilities observed in the experiments owing to
the low Reynolds number. This can also be the case in the experiments by
Sandberg (1984},

The predicted velocity vectors, the predicted local age-field, and the
predicted Up—field for Case 2D are shown in Fig. 3.4, Comparing the local
age field and the local purging flow rate field, it can be concluded that
the main features of the ventilation situation are shown by either of the
two fields; they both indicate that the flow in the lower half of the room
fs more stagnant than in the upper half. The largest differences between
the two fields occur in the regions near the upper two corners. In the
region of the upper left corner the gradient of UP is large: to the left of
the point where the jet reattaches to the ceiling (where the flow when
rsaching the ceiling turns back towards the inlet wall, see Fig. 3.4a) low
values prevail, while to the right of this point (where the flow goes more

directly towards the outlet) U, has higher values; the age of the air is

P
low since it does not take long time for the air to reach the region near
this corner. Below the outlet, where the flow is directed from the outlet,
UP attains low values whereas the air is here not very ‘old’.

Sandberg and Sjoberg (1983} have proved, theoretically, that in regions

where :P/Tn> 1 the product of U, and :P should be less than or aqual to the

P
volume of the roonm, 1.e.

UPrPs Vv, or, UP/Q TP/Tnﬁ 1; when r?/rn) 1 (3.1
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where V denotes the volume of the room. This relation restricts U? more

severely for higher values of ??, The relation in Bgq. (3.1} was confirmed,

but as the caleulated ;P novhere in the yoom is especlally large (;Ps Llrn
everywhere) this confirmation is of 1ittle value. In order to ‘prove’ or
‘disprove’ the relation in Eq. (3.1) the local age field and the U?—fielé
should be calculated in ventilated rvooms where regions of much higher

values of e occur.

the local age and the local purging flow zate have been calculated in a
later work (Davidson and Olsson, 1987) in cases where the local age was

very high, and the relation was also confirmed for these cases.

3.2 Paper 11
In this paper & new one-equation turbulence model 1s developed and tested.

The turbulent viscesity, p . is obtained as
- E
e c#pﬁ Lt

where c; is a constant and k and Lt denote the turbulent kinetiec energy,
and turbulent length scale, respectively. The turbulent kinetic energy is
obtained from the standard k-equation, and a new equation is developed for

Lt. This equation is based on an anslogy of von Karman's formula

L= ek égééxma (3.2a)
" u/8y

where y is the coordinate normal to the wall, U the mean velocity parsllel
to the wall, and x the von Karman constant. A variable ¥ with the same

dimension as the velocity gradient 3U/8y is formed as

v =W

which, in analogy with Eq. (3.2a), yields

SRR 8 Y s e s o

¥
Lt-‘ -® 3%76}’ {3.2b)

This equation has been used by Bobyleva et _sl. (1965) vhen caleculating at-
mospheric boundary layers; no comparison with experiment hag, however, been

carried out. Equation (3.2b) can de rewritten as
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28y _ 12

¥ ay

which can be integrated so that
L~ a2 ey + £0x) (3.3

where F(x) is an integration function. Since Lt is a turbulent length
scale, the integral in Eq. {3.3) cannot be taken from the wall through the
viscous sublayer. The lower 1imit of the integral is taken to be in the in-
ertial sublayer, approximately 30 < y+< 160, where Lcu xy is the

appropriate boundary condition fer all x, so that

¥ oo
L~ w2t My ey K, (3.4)

e

It may be noted that Eq. (3.4) is easily extended soc as to be valid in the
viscous sublayer as well; this is dome by replacing xy? with the well-known

van Driest’'s formula my?[l-exp(-y+/26}].

1t was found that the length scale equation in Eq. (3.4) 1s not appropriate
for parabolic near wall flows. Three modifications of Eq. (3.4) were tested
in Davidson (1986) and one of these is used in Paper II; this modified

length scale equation has the form

¥ oo
L~ min W2 w2 yay + wy,, 0.09) (3.5)

Yp

where § is the width of the layer in the case of the flat-plate boundary
layer and the plane wall jet; in the case of the plane channel it denotes
the half-width of the channel.

In ecaleulations of elliptical flows (two- or three-dimensional) there are
two or three coordinate directions which may be relevant when caleculating

Lt in Eq. {3.3). Lt N 45 formulated so that

n

i
- 1/2 -1/2
Lt.i min (s k f k dni+ mni.

,0.0QAi!
n P

ip
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where ny iz the nermel co-ordinate from wall i, &, the length of the room
in ni~directian, and subseript p denotes a point within the inertial sub-
layer. Your (two-dimensional caleylations) or six {three-dimensional
caleulations) different Lt,i can be calculated and Lt is taken as the mini-
mam of thess, i.e.

Lt- mini Lt }, L= -1, 1, -2, 2 (,-3, B

i

It actually suffices to calculate Lt i for the two (three) nearest walls.

The model is tested in three parabolic flows: the flat-plate boundary
tayer, the plane wall jet, and the fully developed flow in a plane channel.
The model is also tested in four elliptical flows: three two-dimensional
rooms, and one three-dimensional. The model is shown to give as good agree-
ment with experiments - better in case of the wall jet - as the k-¢ model
for the parabolic flows, and to predict the elliptical flows sufficiemtly
well for engineering purposes. In the elliptical calculations the CPU time
using the k-¢ model was found to be up to more than twice as much compared

with when the one-equation model was used.

The predicted mean veloclty profiles and turbulent shear stress (for the
wall jet) are compared with experimental data in Fig. 3.5. It can be seen
that the predictions with the one-equation model are slightly superior to
those obtained with the k-¢ model, The spreading rate of the wall jet is
also better predicted with the cne-eguaticn model than with the k-¢ model;
dsl/z/dx (&1/2 denotes the y-value where the velocity is half of the maxi-
mum velocity across the layer) was 0.094 and 0.084 for the k-¢ model and
the one-equation medel, respectively. These values should be compared with
the experimental values é&ljzfdx-0.071~0.075 (Launder and Rodi, 1981}.

In Fig. 3.6 the predicted velocity profiles are compared with experiments
for a two-dimensional buoyantly ventilatad room. The inlet is located at
the top of the left wall, and the outlet is located at the bottem of the
right wall. The two turbulence models perform, as can be seen, equally
well.
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b)

Figure 3.5. Wall jet. —— k-e. — = — One-equation model. * Experiments by
Tailland and Mathieu (¢1967). a) Velocity profile. b) Turbulent shear
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One-equation model, + Experiments by Henel (1980).

3.3 Papers I1] and IV
In these papers a novel finite-volume formulation of the
hogonal curvilinear coordinates is derived,

Navier-Stokes

equations for gemeral mon-ort

and applied to test problems. Much work has been done in developing and ap-

plying finite.volume methods to complex geometries. In some of the work,

general orthogonal coordinates have heen used. The advantage of using or-

thogonal coordinates rather than non-orthogenal coordlnates i{s that the

equations become much simpler; the disadvantage ig reduced flexibility when

generating the grid.

Other researchers have used nen-orthogonal coordinate systems. A choice has

to be made when representing the velocity vector, and some have chosen

covariant velocity components, others contravariant and still others physi-

cal veloelty components. Using covariant velocity components means that the

pressure-velocity coupling becomes relatively easy to handle at th
fve fiuxes. For

e expense

of the more cemplicated expression of convective and diffus

contravariant and physical veloeity components, the problems are reversed.

Covariant velocity components have been chosen in this work.

The approach taken here is to set up 2 local rectilinear coordinate system,

where the coordinate axls, in the direction of the {vl)e-velocity com-

ponent, i1s kept constant in the neighbourhood of point e. This means that




most of the terms due to the curvature/divergence and non-srthogenality of
the grid vanish. The procedure of keeping the coordinate axis constant
(i.e. Ei- constant) in the immediate vwicinity of point e affects the
convectgd velocity enly. The convecting velocity (convection, 1l.e. dot

product of the velocity vector and the sres vector) is calculated without

any change of the base vectors. This is also the case for the diffusion

term.

This approach has previously been adopted by Karki (1986) (see alsce Karki
and Patankar, 1988a,b) and partly by Malin gt al, (1883) (see also Hedberg
8t al., 1988). In neither of these works was the mathematical derivation

shown. ‘v§

The momentum equations for turbulent flow in general coordinates, using

covariant components can be written {(Aris, 1962)

ik - .2 jk
(rE vivj),k axi+ {#eff F'a vi,}).k {3.68)
where gjk denotes the contravariant components of the metric tensor. Here

the subscripts (i,j,k) denote covariant components, and superscripts

(i,j.k) denote contravariant components; this convention is used throughout
this section. The comma notation is used for denoting the covariant deriva-
tive. In Paper III it is shown that if a local coordinate system ig used so

that the direction of the neighbouring velocities, (i = co-ordinate

v

inb
direction, nb = neighbour), are kept the same as that of the veleocity (vle
or Vzn) being selved (see Fig. 3.7), Eq. (3.6) can be {Integrated and

rewritten so that

av
k i
J&¥@v - b o —)nda+ [pndh=o
3 1737 Peff o3 Py YO

o

where A denotes the bounding area of the control volume with the volume V,

-
and n is its normal vector.

The neighbouring wvelecities with a prime (see Fig. 3.7) denote wvelocity
vectors projected on FE. The velocity viee’ for instance, is calculated as
e

R d
V! = yePE
lee
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Figure 3.7. The grid. The dashed arrows show the mneighbouring velocity
vectors preojected on ?E. fl.e. Viee’ viw' VieN and Vies’ The crosses
define the corners of the scalar control volumes, and the circles define
the scalar nodes. The position of a scalar node is defined as the
average of its four cell cormers. The dotted lines which connect these
nodes define the direction of the covariant base vectors, Ei. The vy-
control volume is staggered in the positive xl~direction; it is outlined
with dashed lines. Its east face, for example, is defined as being mid-

way between the east faces of scalar control volumes P and E.

where BE <~Ele) is a covariant unit vector. More details on the code can be

found in Davidson and Hedberg (1988).

In mest studies on deriving discretised equations for flow in complex
geometyies, the terms due to curvature, divergence and non-orthogenality of
the grid have been included using Christoffel symbols and metric temsors.
Since the number of these terms is rather large, this is a very cumbersome

procedure and may also be inaccurate (there appear terms containing up to




the third dexivative of the grid coordinates). This is not the case with

the present formulation.

It is well known that upwind differencing gives rise to numerical diffu-
sion. For polar coordinates, or curved grids in general, another type of
error occurs and becomes especially serious when the flow 1is net aligned
with the grid lines. Even if the gagnitude of the velocity component is
well-approximated by estimating the face value of vy with its node wvalus,
the direction of V1 is not. This was recognised by Galphin gt al. {1986),
who suggested the introduction of 4 correction velocity, weighted with a
factor w (0<w<l) depending on the curvature of the flow relative to the
grid {cylindrical polar grid}. The value of w is zero If the flow is
aligned with the grid.

In the present work this problem is solved in a more general and
straightforward way. The welocity wvectors, an {nb=neighbour}, are
projected in the direction of the velocity component at the control velume
e. This means that all the neighbours, vinb‘ of Vier have the same direc-
tion. In this way a solution is found to the problem of estimating a face

value of vi with an incerrect direction,

It is shown that, when using upwind differencing, the use of projected
velocities gives better results than when curvature effects are included in

the source term, which is demonstrated in Section 3.3.1.

3.3.1 Uniform Flow Usiug a Cylindrical Crid
The configuration with the grid is shown in Fig. 3.8. The viscosity Is set
to zero since in this case the errors for upwind differencing are to be es-

timated. The density is constant and the boundary conditions are:
v2 - vr- U cose, Vi- vw- -U sina
which is also, together with p«0, the exact sojution.
The flow has been calculated with the standard treatment of curvature
terms, and with the procedure of projecting the velocities. The maximum er-

ror 1in the calculated velocities is 8.5% and 0.5% of U for the two cases

respectively. In Fig. 3.9 the contours of the pressure are presented, which
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shows that the formulation in the present study is superior to conventional

treatment of curvature effects.

a)

b)
Figure 3.9, Contours of isobars. Numbers denote pressure scaled with
dynamic  pressure, p82/2. a) non-prejected velocities b) projected

velocities
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do on-Rectanpgulay Iwo- JiMensiona) QOH
The configuration with the grid is shown in Fig. 3.10, and in Fig. 3.11 the
caleulated and the experimental velocity profiles are shown. The agreement

between predictions and experiments is, as can be seen, good.

The local age for this case has also been calculated in Davidson (1989,

Uin
0.31h |

!
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i
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2.78H

Figure 3.10. Configuration with grid (nen-rectangular room)

0.4

B.4

Figure 3.11, Velocity profiles of the absolute velocity, |¥|/U, . Solid
lines: 33 x 33 node grid; dotted lines: 53 x 62 node grid; markers: experi-
ments by Hanel and Kéthnig (1983).
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3.4 Paper V

In this paper the flow in a new type of ventilation system - displacement
flow system - is numerically simulated., Since in Scandinavia displacement
flow systems are now increasingly replacing the traditional mixing flow
systems, it is of great interest to perform a numerical study of the flow
in a displacement system. The two ventilation systems are briefly described

below,

Mixing flow system

In these systems the alr is supplied through a small inlet device near
the celiling (or in the ceiling) at relatively high velocity. A jet, or
wall jet, is formed and it entrains the air in the whole room. This
gives a nearly uniform distribution of temperature and contaminant

throughout the room.

ceme W tem
The air is supplied at low wvelocity through a large inlet device near
the fleor; the temperature of the sﬁppiy alr is cooler than that in the
room. The cool air is heated by the heat source (persons, wmachinery,
lighting ete.)., A plume is formed above the heat source (see Fig.
3.12): owing to the higher temperature there (the density Is lower}
than in its surroundings. The volume flow rate in the plume entrains
the surrounding aly, and the flow rate in the plume increases with
height. At the vertical level zfront {the z-level of the front, see
Fig. 3.12) the flow rate in the plume is equal to total wventilation
flow rate. The flow in the room is divided into two zones at the front:
a lower zone with clean cool supply air, and an upper zone where con-

taminated heated air is recirculating.

The object of the present study is to calculate the flow 4in such a con-
figuration using a finite wvolume method, and to compare the calculated
results with experimental data (Sandberg, 1988) in order to investigate how
well such flows can be predicted using finite-difference methods. Ne such
investigation has, te the best of the author's knowledge, previously been

carried out.
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The experiments {and the calculations) were carried our in a water hox

model; water was chosen as medium because 1t is easler to carry out

visualization experiments in water. 5

Moving front with
contominated air

Stationary front

Figure 3.12. A schematic figure for a displacement flow system.

The flow in a three-dimensional room is calculated, see Fig. 3.13. The
widths of both the inlet and the ocutlet are equal to the width of the room.
In the middle of the room mear the floor a heat source is introduced
{dotted reglon 1in Fig. 3.13). The medium is water, and the inlet tempera-
ture is around 13°C. Sandberg and Lind:strom {1987) and Sandberp (1988} have
carried out a number of experimental investigations on this configuration
in which vertical temperature profiles have peen measured; the calculated

results are compared with these data.

The results for one case {Case Q200, see Paper V) are briefly presented
below. The calculated velocity vectors are shown 1n Fig, 3.14. It can be
seen that the flow goes from the inlet towards the opposite wall. Near the
heat source (x/1=0.5, ¥/l=0.5), the flow s, due to buoyancy, lifted up

towards the ceiling, and a turbulent buoyant plume i{s formed.
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Figure 3.13. Configuration. The room is cubical with side-length L («0.3
m). xz-plane y=L/2 is a symmetry plane. A heat source, @, 1s introduced

(uniformly distributed) in the region bounded by dotted lines in the middle
of the room {(0.48<x/1<0.52, 0.48<y/1<0.52, 0<z/1<0.22}
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Figure 3.14. Caleulated velocity vectors, xz-plane, y/1~0.45.
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Figure 3.15. Temperature profiles along vertical lines. Lime 1: =x/L~0.1,
y/L=0.1; line 2: x/L=0.9, y/l~0.1; line 3: x/1~0.1, y/I=0.4; line 4:
*x/L=0.9, y/1=0.4. Markers: experiments by Sandberg (1988). ,
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Figure 3.16. Calculated horizontal W-velocity profiles. xz-plane, y/L=0.3.




The calculated temperature profilas along four vertical lines are compared
with experimental data in Fig. 3.15. It can be seen that the calculated
results agree well with the experimental data; the experimental tempera-
tures mear the ceiling are, however, somewhat higher than the caleulated
ones. The reason for this may be that in the experiments warm water is
trapped below the ceiling because the outlet is situated at some distance
below the ceiling, or it may be that the ceiling is insufficiently insu-
lated,

Horizontal W-velocities and temperature profiles for the planes x/L = 0.5
and y/L = 0.5 are presented in Figs. 3.16-3.17. Qutside the plume, it is
striking how ceastant both the W.veloclity (which is clese to zero) and the
temperature are. The flow is very stratified outside the plume, and moves

horizontally along the iso-thermals.

A parameter which is of great interest to an engineer whe is designing a
displacement flow system is the flow rate in the plume; when this parameter
is known the value of the z . is easily obtained (z=z where ¥

. fron front plume”

vin)' The flow rate in the plume as a function of the vertical coordinate,
z, is shown in Fig. 3.18. The flow rate in the plume as a function of z was

calculated as

Vplume(z}-aA{z?{x,y,z)dA, Wix,y,z)>r¥__ (z)

The area of the plume, §A{z}, in the integral is thus defined as the region
where the W-velocity at the z-level in question is larger then rwmax{z)
{wmax(z) is the maximum W-velocity at level z]. The factor r was chosen as
0.05: an ineresse of r to 0.1 altered the calculated flow rate less than 5
percent. According to Chen and Rodi (1979) the flow rate in a plume varies
as z° where m = -5/3; the predicted flow rate gives m = -1.32 for z/L<0.6.
For larger z the flow rate increases at a much lower rate, becsuse the tem-

perature difference between the plume and its surroundings {which is the

driving potential for the plume) decreases.

RN,

From the flow rate in the plume the value of the z is, as mentioned

front

above, easily calculated. The predicted value /L=0.68 agrees well

S1=G. 7.

z
fromt
with the experimental value z

front
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Figure 3.17. Calculated horizontal temperature profiles. xz-plane, y/1=0.5.
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Figure 3.18. Calculated flow rate in the plume scaled with the total ven-

tilation flow rate.
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3.5 Paper V1

Turbulent flow, driven or affected by buoyancy, is an Important ¢type of
flow which arises in many engineering applications. When calculating the
flow in & ventilated room, for example, where the wvelocities are wvery
small, it is very important that buoyancy effects are correctly accounted
for. The heat transfer at walls is, in some cases (see Paper V), essential
for the performance of the ventilaticn system. Near heating or cooling
walils the fiow can be strongly affected by buoyancy, and the viscous ef-
fects are usually large. This means that conventional wall functions, which
are based on the use of local equilibrium logarithmic velecity and tempera-

ture assumptions, are net applicable.

In the present study the flow in a tall two-dimensional cavity of 5:1
aspect ratio with Rayleigh number of 4-1010 {Cheesewright, 1988) is calcu-
lated using finite volume methods, The results obtained are compared with

experimental data from Cheesewright et al. (1986).

The development of iow Reynolds number turbulence models has, sc far, been
aimed atr predicting low Reynolds number flows near walls. It is also very
important to be able to predict low Reynolds number flow in free recir-
culating flows. In ventilated rooms, for example, the velocities are very
small, and it {s possible that the flow is not fully turbulent; the flow

can also relaminarize owing to buoyancy effects,

As a first step towards a turbulence model sble te predict this type of
flow a modified form of a low Reynolds number k-¢ model is developed. No
near-wall terms are added to the equatioms in this model, and the damping
equations include mno irrelevant distance from the walls, It is hoped that
this model could be used te predict free low Reynolds number flows, where

the viscous effects are not due to walls.

The CELS solver developed by Galpin and Raithby (1986), which sclves the
linearized u, v, p and t-equations simultansously along a line of contrel
volumes, is implemented. This solver is used together with Newton-Raphson

linearization of the comvective terms in the temperature equation.

The objects of the present study are:
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1) to develop a modified form of a low Reynolds number k-¢ model as
described above, and which is consistent in its near-wall behaviour and

allows simulation of the decay of grid turbulence;

ii) to test this model and the model by Lam and Bremhorst (1981) in a
flow driven by natural convection, and to cempare the predictions with
experimental data in order to investigate how well the models predict
this type of flow, and how well the models predict low Reynolds phenomena

such as transition and relaminarization;

111} to investigate how efficient the modiffed CELS solver is in tur-
bulent flow.

The CELS solver was originally formulated for flows where the Boussinesque
approximation (small density variations) for the gravitational term is
valid: as this is not the case In the present study, the solver is extended
to be able to handle large density varlations. The gravitational term In

the v-equation is rewritten so that

BLPProg) = Pref gA(t-t ) - B Prog) ™ Pref BA(E-t g

where the first term on the right-hand-side of the equation was used in the
CELS formulation, and the twe remaining terms were included in the constant

source teym,

This solution method is compared with SIMPLEC, and it is shown to be up to
more than three times as fast as SIMPLEC.
E

The k and ¢-equations can be written

a_ 8. 2 Pe, ok
ar(Pk) * = (puik) T (Cu+ o ) ax 1+ Pk“ pe 3.7
1 1 Kk %t
2 ooy + & (pue) = & 10w+ 2H B
ar axi My Exi L %
. € i
* g ey B - £a8 P9) (3.8)

where
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X, *X, XY

du du, &u B, BF
P g, 5o + =
K Fe axj dx
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o= 1, o = 1.3, o= 0.9, ¢ =0.09, c, =1.44 -~1.92
k € t N

le ¢ o

Patel gt al. (1%86) have tested a number of low Reynolds number k-¢ models.
They concluded that the model of Jones and Launder {1972} [hereafter
denoted JL)] was best, and that the model by Lam and Bremhorst (1981)
Thereafter denoted LB! also gave results in good agreement with experi-
ments. In the test case chosen in the present study, there are, according
te experiments, transition regions from laminar to turbulent flow (as well
as relaminarization). Rodi and Scheurer (1983) have used the LB model for
predicting the flow along turbine blades, and in this flow there is also a
transition region, which the LB nmodel was shown to predict well in agree-
ment with experimental data. For these reasons the LB model has been chosen
in the present study. The functiens and the boundary conditions for the LB

model are given below.

Ihe 1B model.
f = [1 - exp ( -0.0165 R )] (1+20 S/R ), f = 1 + (0. 05/{ )
f2-l - exp {- R ), R -pk /el R - pklfzn/p where n 1is the normal distance

from the nearest wali, k- %E -0 at walls.

The present model

In the present model, as well as in the LB model, the physical (isotropic)
dissipation is solved, and the ssme form of the fi-function ags in the LB
model is chosen. The disadvantage of the LB model is that the f#-function
includes the distance from the wall. Since the f#-function, according to
Patel gt al. (1986), is the most important damping function, f# is taken
from the JL model, i.e.

3.4
(1+Rt/50)2

f#- exp[-
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The object of the fi~function is to increase the production of ¢ mnear the
wall in order to decrease the turbulent kinetic energy. Since the f#-
function in the LB model damps the viscosity (and k) much mere than f# in
the JL model, the constant in the fl«function (=0.053) has to be increased
fn order to inerease ¢ so that the turbulent kinetie energy decreases.
Yalues between 0.05 and 0.16 on the constant were tested, and the value

0.14 was found to be optlmum.
There are three main requirements for the function f2:

1) it should force the dissipation term in the ¢-equation to vanish at
the wall;

i1) in order to rendexr the e-eguation consistent at the wall, f2~ n2 is
necessary (Patel et al., 1%86);

11i) the constant c, is determined from the decay of isotropic grid tur-
bulence, where k - x—m. and m=1.25 for high Reynolds numbers; in the
final stage the exponent changes to m=2.53, and the fz-function must take

this into account.

It may be noted that the fz-function in the LB model meets only one of
these requirements (it does go to zero at the wall). In the present model

the form of the fz»function is taken as

£, (1 -0.27 exp(-R2)]-[1 - exp(-R))]

which meets all three requirements.

The QUICK scheme developed by Leonard (1979) [see Appendix in Paper VI)
was used when discretizing the convective terms in the wu, Vv andg ¢t-
equations; in the k and ¢-equations the hybrid upwind/central differencing
scheme (HDS) was used. The reasons why QUICK was not used In the k and -
equations are two-fold: the k- and e-equations are rather insensitive to
the choice of differencing scheme since they are very source dominated
(Leschziner, Rodi 1981); second, QUICK can produce unphysical over and

under-shoots, which could give negative values of k and ¢ which, of course,
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is unphysical, and, furthermore, normally rapidly leads to divergence in

the iterative solutiom,

Below, the calculated results are compared with the experiments by
Cheesewright et sl. (1986}, These experiments suffer from two problems;
there 1is a considerable heat loss through the side walls, and, more impor-
tant, there is a small heat loss through the (well insulated) top wall.
Near the top wall the flow is exposed to & positive vertical temperature
gradient, which acts te reduce the turbulent kinetic energy [see Eqs. (3.7-
8)]: this should cause relaminarization {which occurs near the bottom
wall). Due to the small heat loss through the top wall, the temperature
gradient is reduced, and the expected relaminarization does not occur, This
results in asymmetry of the flow in the experiments, and for this reason
the comparison between calculations and experiments is concentrated to the

mid-plane, where end effects should not be so large.

The heat loss through the side walls reduces the core temperature, which
results in loss of the 'diagonal symmetry’ (the f£low in the wupper right
part of the cavity should be similar, or identical if temperature effects
on density and laminar viscosity are not taken into account, to that in the

lower left part of the cavity).

A grid with 56x56 interior nodes s used, and it is generated using the

equation

X= Xpay (-0.5 tavhla(2 § - 1)]/tanh{-a) + 0.5}

with a=3.5.

The configuration is shown in Fig. 3.19. In Figs. 3.20-21 the velecity
field 1s presented in the form of velocity vectors and contours of the
stream function, %. The flow consists of 2 large clockwise wvortex, and,

from the contours of the stream funetions, it can be geen that there are

two small clock-wise vortices near the mid-plane y/H«0.5. The calculated v-
profiles are compared with experimental data in Fig. 3.22. It can be seen
that the agreement between prediction and experiments is good in the left
nalf of the cavity, and that the pradictions using the twe different tur-

bulence models are close to one an other; the predictions with the LB model
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appesr, in the cove reglon, to be slightly better than those obtained with
the present model, but both predicted profiles are probably within the
bounds of experimental uncertainty. The discrepancy between the predicted
profiles and the experimental profile near the cold (right) wall is due to
the aforementioned incomplete relaminarization at the top wall in the ex-

periments.

Hot wali Coid wall

L.

Figure 3.19. Configuration. tH-BOGC, tcusa.2°c, H=2.5 m, 1~0.5 m. Vertical

walls are isothermsl, and horizental walls are adiabatic.

In Fig. 3.23 the predicted local heat transfer rates afe compared with the
experimental ones. First it should be noted that the predicted local heat
transfer rates along the hot and cold walls are rather equal. The predicted
heat transfer rate along the hot wall is slightly larger than that at the
cold wall, due to that the laminar viscesity is higher at the hot wall. The
experimental loeal heat transfer rates along the two walls, however, differ
considerably from each other. This is due, as mentioned before, to the heat

loss through the side walls which reduces the core temperature, and to the

incomplete relaminarization near the top wall.




Figure 3.20. Predicted velocity vectors. Presemt model, Note change of
scale in x-direction {(see Fig. 3.19). Note that the velocity wvectors only

are drawn for every second control velume in the x and y-directions.

Figure 3.21. Predicted contours of the stream function, Note change of

scale in x-direction (see Fig. 3.19). Present model.

49




R S TP SR o] it b
A00 ©.20 2.49 060 0.80 .00

=</t

Figure 3.22. Predictad and experimental v-velocity profiles at y/H=0.3.

‘Experiments by Cheesewright at al. (1986).

It can be seen in Fig. 3.23 that the predicted heat transfer rates at the
vertical walls are larger with the present model than with the LB model;
this is because the predicted turbulent viscosity close to the wall is
larger with the present model than with the LB model (see Flg. 3.25). The
predicted heat transfer rate with the present model agrees well with ex-
perimental data at the hot wall (see Fig. 3.23a), whereas the predicted
values are higher than the experimental ones at the cold wall. The
predicted heat transfer rates with the LB model are lower than experimental
data at the hot wall, and vice versa at the cold wali. It is to be expected
that, due to the heat losses through the side walls in the experiments, the
experimental values should be too high at the hot wall, and too low at the
cold wall. Accordingly, the heat transfer rates predicted with the present
model should be too high; ﬁowever, due to the problems in the experiments,
no definite conclusion can be drawn if the predicted local heat transfer

rates with the present model are better or worse than those obtained with

the LB model.
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Figure 3.23. Predicted and experimental local heat transfer rates at the
vertical walls. Experiments by Cheesewright et al. (1986). a) Hot wall, by
cold wall.
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Figure 3.24. Predicted and experimental turbulent fluctuations, Jk, at

y/H=0.5. Experiments by Cheesewright at al. (1986).
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Figure 3.25. Predicted turbulent viscosity scaled with the laminar vig-
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The present model predicts & sharp increase in q at n/H=0,25-0.3. The model
predicts transition here. There is also a small ‘bump’ in the curve for the
LB model at y/H=0.3 at the hot wall {see Fig. 3.23a), and this reflects a
predicted transition reglion as well. This is in rather good (slightly bet-
ter with the present model) agreement with the experiments by Cheesewright
et sl. (1986}, where a transition region was found at approximately
n/H=(. 2,

In Fig. 3.24 the predicted turbulent fluctuations are compared with ex-
perimental data, and beth of the two turbulence models perform well. Even
though the experimental Jk-prefile is rather asymmetrical, it can probably
he concluded that the turbulence models predict too high a turbulence level

in the core regien.

The predicted turbulent viscosity using the present model is shown for
varipus vertical levels in Fig. 3.25. Here it can be seen that the tur-
bulent viscosity falls from a value of 15-20u at the top of the hot wall
(bottom of the c¢old wall) to zere at the top of the cold wall (bottom of
the hot wall), showing the that the flow has, indeed, relaminarized at the
top and bottom walls.

In Fig. 3.23 the predicted heat transfer rate indicate a transition region
near n/H=0.3. To further illustrate this, the predicted turbulent viscoesity
near the hot wall is shown in Fig. 3.26. Here it can be seen that at
y/H=0.25 the turbulent viscosity is just above zero, and that at y/H«0.3

the turbulent viscosity hss increased to approximately Su.

4, CONCLUDING REMARKS

When predicting fluid flow the question always arisea: how accurate are the
predictions? In this thesis all calculated results have been compared with
experimental, analytical, or numerical data, and the agreement in most
cases is good. The two-dimensional calculations presented in Papers I-IV,
VI all agree well with data {experimental, analytical or numerical), and
the three-dimensicnal isothermal calculations in Paper II also agree well
with experiments. The predictions of the buoyancy driven flow in a rectan-
gular cavity alse agree well with experiments (Paper VI)}. There are,

however, discrepancies between predictions and experimental data In the
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three-dimensional buoyancy affected Flows in Paper I, and for one case in
Paper V. In these papers it is conciuded that the discrepancies are eXx-
plained by inaccurscles in the calculations and the experiments. One
problem is that, for these cases, there is very little experimental data to
compare with; in Paper I the iocal age and the tempsrature are measured in
a few points, and in Paper V the temperature profile along one vertical
line is measured. This is a problem in many full-scale experiments (as well
as in the water box model in Paper Vy: the velocities are too low to be
measured, and it is necsssary to rely on temperature and concentration
data. When predictions and experiments do not agree, it is wvery hard to

tell why.

The possible inaccuracies in the predictions are well-known: grid dependent
solutions, deficiencies in the turbulence wmodel and the wall functiens, and
numerical diffusion due to the use of hybrid upwind/central differences.
The author does not claim the solutions to be fully grid independent, but
finds it unlikely that grid refinements would change the calculated results
very much, and, indeed, some grid refinements were carried out in Papers T
and V. The k-¢ model of turbulence is also probably gufficiently accurate
for this type of flow (it performs very well in the buoyancy driven flew in
Paper VI). Nor is numerical d{ffusion believed to be a major source of er-
ror; firstly, because the same difference scheme was used in the iso-
thermal calculations with good results, and, secondly, because the author
has compared this scheme with other, more accurate schemes [QUICK by
Leonard (1979), and skew-upwind differencing by Raithby ¢1976)] in flows in
ventilated rooms {(see Davidson, 1988: Davidson and Fontaine, 1989), and
found that these more accurate schemes did not perform better than the
hybrid upwind/central difference scheme. The author believes that, as far
as inaccuracies in the predictions are concerned, the weakest point is the
wsll functions in estimating the heat transfer at the walls. The tempera-
ture field in a full-scale room {where the velocities are very low) is very
important, as the flow 1is very stratified and move along the horizontal
igo-thermals. The wall functions (or, rather, the boundary conditions) are
more important for the temperature than for the velocities - at least in
ventilated rooms - because the latter are mostly driven by pressure or
gravity. The author suggests that either more sophisticated wall functions,
or a low Reynolds number rurbulence model should be used; the latter chaice

means that many more grid lines have to be located near the walls,
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The ipaccuracies in the predictions were discussed above, but, as mentioned
in; the beginning of rhis section, there are also inaccuracies in the ex-
periments. The full-scale experiments are very sensitive to disturbances,
such as a small change in the inlet conditions, a change of the wall tem-
peratures so that the heat transfer through the wall is altered, ete. This
can lead to that the stable stratification, which exist in the predictions,

ig disturbed and destroyed in the experiments.

REFERENCES

Aris, R., Vecto Tensors and e Rasic  Eguatie
Prentice-Hall Inc., Englewoed Cliffs, N.J. (1962).

Bobyleva, L.M., Zilitinkevich, §.§., and Laikhetman, D.L., "Turbulent Regime
in a Thermally Stratified Planetary Atwmospheric Boundary Layer",
International Colloguium on the Microstructure of the Atmosphere and the

Effect of Turbulence on Radiowave Propagation, Moscow (1963).

Cheesewright, R., King, K.J and Zial, 5., "Experimental Data for the
Validation of Computer Codes for the Prediction of Two-Dimensional Buoyant
Cavity Flows", in "Significant Questions in Buoyance Affected Enclosure or
Cavity Flows", HID-60, p. 73, ASME Vinter Annual Meeting, Anaheim (1986).

Cheesewright, K., Private communication, Department of Mechanical

Engineering, Queen Mary College, London (1988).

Chen, C.J. and Rodi, W.,
Data", Pergamon Press (1979}.

Davidson, L., "Turbulence Modeling and Calculation of Ventilation
Parameters in Ventilated Rooms"™, Rept, B6/10, Thesis of Lic. of Engng.,
Dept. of Applied Thermodynamics and Fluid Mechanics, Chalmers University of
Technology, Géteborg (19863,

Davidson, L., "Calculation of the Velocity and Concentration Fields in a

Clean Room", Proc. Nordic Assoc. for Contaminant Control, Odense, Denmark
{1988).

57




Davidson, L. and Olsson, E., "A Numerical Investigation of the Local Age
and the Local Purging Flow Rate in Two-Dimensional Rooms", Froc. Room Vent
87, International Conference on Alr Distribution in Ventilated Spaces,

Stockhoim, Sweden (1987).

Davidson, L., "Calculation of the Turbulent Flow and the Local Age in a
Non-Rectangular Room Using a Finite Volume Computer Code Written in General
Nen-Ortheponal Ceordinates™, to be presented at CLIMA 2000, Dubrovnik,
sugust (1989).

Davidson, L. and Olsson, E., "A Fumerical Investigation of the Local Age
and the Local Purging Flow Rate in Two-Dimensional Rooms™, Proc. Room Vent
87, International Conference on Air Distribution in Ventilated Spaces,

Stockholm, Sweden (1387).

Pavidson, L. and Hedberg, P., "FLUX2D: A Finite-Volume Computer Program
Written in General MNon-Orthogonal Coordinates for <Calculation of Two-
Dimensional Turbuleant Plow", Rept. B8/1, Dept. of Applied Thermodynamics
and Fluid Mechanics, Chalmers Univ. of Tech,, Géteborg (1988).

Davidson, L. and Fontaine, J.R., "Calculation of the Flow in Ventilated
Rooms Using Different Finitve-Difference Schemes and Different Treatment of
the Walls", to be presented at CLIMA 2000, Dubrovnik, August (1989).

Fontaine, J.R., Gardin, P., Soumoy, V. and Aubertin, G., “Criteria for the
Evaluation of General Ventilation Systems: Numerical and Physical
Simulations”, Proc. 2nd Int, Symp. on Ventilationm for Contaminant Control,
London (1988)

Calphin, P.F., Raithby, G.D. and Van Doormaal, J.P. "Discussion of
Upstream-Weighted Advection Approximations for Curved Grids”, Numer. Heat
Transfer, Vol. 9, p. 241 (1986).

Galpin, P.F, and Raithby, G.D., "Numerical Solution of Froblems in
Incompressible Fluid Flow: Treatment of the Temperature-Velocity Coupling”,
Numer. Heat Transfer, Vol. 10, p. 105 (1986).

58

Gosman, A. D., Nie

Properties of Room

Unt

TS

as

-



Gosman, A. D., Nielsen, P. V., Restivo, A. and Whitelaw, J. H., *“The TFlow
Properties of Rooms With Small Ventilation Openings", ASME J. Fluid Engng.,
Vol. 102, p. 316 (1980).

Hanel, B., "Methoden =zur Vorausbestimmungen von Strimungsvorgdngen in

klimatisierten Rumen”, PhD thesis, Technical University of Dresden (1980).

Hanel, B., Kéthnig, "Methoden zur Vorausbestimmung von Strimungsvorgingen
in kiimatisierten Riaumen", Luft- und Kaltetechnik, Vol. 3, p. 136 (19833,

Hedberg, P.K., Rosten, R.I. and Spalding. D.B., "The PHOENICS Equations™,
CHAM TR/99, London (1988).

Hedberg, P.K., "Nondif: A Method to Avold Numerical DBiffusion and Qver- and
Under-Sheots”, Proc. 6th Int. Conf. on Numerical Metheds in Laminar and
Turbulent Flow, Swansea (1989).

Hierthager B, H., "Flow, Heat Transfer and Combustion in Three-Dimensional
Rectangular Enclosures”, Thesis, Trondheim, NTH {(197%).

Holmberg, R., Larsson, M. and Sundkvisz, 8§, G. (1973), *Calculation of
Velocity Distribution in a Ventilated Room", (in Swedish), vvs, No. 5, p.
59 (1975},

Jones, W.P. and Launder, B.E., "The Prediction of Laminarization With a
Two-Equation Model of Turbulence”, Int. J. Mass Heat Transfer, Vol. 13, p.
301 (1972).

Karki, K.C., "A Calculation Procedure for Viscous Flows at All Speeds in
Complex Geometries", PhD thesis, University of Minnesota (1986).

Karki, K.C. and Patankar, S.V., "Calculatien Procedure for Viscous
Incompressible Flows in Complex Gecmetries”, Numer. Heat Transfer, Vol. 14,
p. 295 (1988s)

Karki, K.C, and Patankar, S.V., "Solutien of some Two-Dimensional

Incompressible Flow Problems Using a Curvilinear Coordinate System Based
Calculation Procedure”, Numer. Heat Transfer, Veol. 14, p. 309 (1988b)

39




Lam, C.K.G. and Bremhorxst, K.A., "A Modified Form of the k-¢ Model foy
Predicting Wall Turbulence", ASME J. Fluid Engng., Vol. 163, p. 436 (1981).

tarsson, M., T"Predictions of Buoyancy Influenced Flow in Ventilated

Industrial Halls", Proc. Heat Transfer in Buildings, Dubrownik (1877 .

Launder, B.E. and Redi, ¥., "The Turbulent Wall Jet®, Prog. Aerospace Sci.,
vol. 19, p. Bl {1981).

Leonard, B.P., "A Srable and Accurate Convective Modeling Bagsed on
Quadratic Upstream Interpolation", Comp. Meth. Appl. Mech. Engng., Vol. 19,
p. 59 (1979).

Leschziner, M. A. and Rodi, W., "Caleculation of Annular and Twin Parallel

Jets Using Various Discretization Schemes and Taurbulence-Model Variations",

ASME J. Fluid Engng., Vol. 103, p. 352 (1981).

Malin, M.R., Rosten, H.I., Tatchell and Spalding, D.B., “spplication of
PHOENICS to Flow Around Ship's Hulls", Second Int. Symp. on Ship Viscous
Resistance, Gothenburg (1985).

Nielsen, P. V., "Berechnung der Luftbewegung {n einem zwangsbelufteten

Raum", Gesundheitsingenieur 94, Heft 10, pp. 299 (1973,

NKielsen, P. V,, Restivo, A, and Whitelaw, J. H. (1979}, "Bouyancy Affected
Fiows in Ventilated Rooms®, Num. Heat Transfer, Vol. 2, p. 115,

Patankar, §. V., "Numerica] Heat Transfer and Fluid Flow", McGraw-Hill, New

York {(1380).

Patel, V.C., Rodi, ,W. and Scheurer, G., "Turbulence Models for Near-Wall
and Low Reynolds Number Flows: A Review", AIAA J., Vel, 23, No. 9, p. 1308
(1986)

Raithby, G.D., "Skew-Upwind Differencing Schemes for Problems Involving
Fluid Flow", Comp. Meth. appl. Mech. Engng., Vel. &, p. 153 (1976).




Rodi, W., "Turbulence Models and Their Application in . HBvdraulics™,

International Association of Hydraulic Research, Honograph, Delft, The
Netherlands (1980},

Rodi, W. and Scheuerer, G., "Calculation of Heat rransfer to Convection-
Cooled Gas Turbine Blades™, J. Engng. Gas Turb. and Power, Vol. 107, p. 620
{1985).

Sandberg, M., "What is ventilation efficlency?”, Bldng Environ. Vel. 16, p.
123 (1981).

Sandberg, M., TM 279 (in Swedish), Dept. of Heating and Ventilation, Royal
Institut of Tech., Stockholm (1984).

Sandberg, M., Private communication, RNational Swedish Institute for
Building Research, Gavle, Sweden (1988).

Sandberg, K. and Sjéberg, M., *The Use of Moments for Assessing Alr
Quality®, Bldng Evirom., Vol. 18, p. 181 (1983).

Sandberg, M. and Lindstrém, §., "A Model for Ventilation by pDigplacement®,
Proc. Room Vent 87, International Conference on Alr Distribution in
Ventilated Spaces, Stockholm, Sweden (1987},

Tailland, A. and Mathieu, J., "Jet Parétal™, J, Mécanique, Yol. &, p. 103
{1967,

Van Doormaal, J.P. and Raithby, G.D., "Enhancements of the SIMPLE Methed

for Predicting Incompressible Fluid Flows", Numer. Heat Transfer, Vol. 7,
p- 147 (1984).

61




