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Abstract

Scale-resolving simulations are viewed as powerful means for predicting complex turbulent
flows, as often encountered in aeronautical applications. However, since turbulent scales
span over a considerable range from the smallest Kolmogorov scales to the largest of
equivalence to configuration size, scale-resolving computations are often demanding
on computational resources and, furthermore, on the underlying numerical methods
used in the simulations. Nonetheless, hybrid RANS (Reynolds-Averaged Navier-Stokes)-
LES (Large-Eddy Simulation) techniques are considered computationally accurate and
affordable for aeronautical industry applications.

This thesis explores and develops numerical methods suitable for hybrid RANS-LES.
These methods are implemented in the Computational Fluid Dynamics (CFD) solver
M-Edge.

A low-dissipative, low-dispersive numerical scheme was analyzed and verified in subsonic
LES of turbulent channel flow and Decaying Isotropic Turbulent (DIT). It was shown that
numerical dissipation and dispersion needs to be carefully tuned, in order to accurately
predict resolved turbulent stresses and the correct decay of turbulent kinetic energy. The
reported results are in good agreement with reference DNS and experimental data. The
numerical scheme was further adapted and analyzed for compressible flow, where good
agreement with reference DNS and experimental data is achieved for hybrid RANS-LES
of supersonic turbulent channel flow and supersonic baseflow.

The optimized numerical scheme was then examined in hybrid RANS-LES computa-
tions of developing turbulent channel flow. In order to mitigate the grey area the LES
zone, synthetic turbulence was applied at the RANS-LES interface using the Synthetic
Eddy Method (SEM) and the Synthetic Turbulence Generator (STG). It was shown that
using upstream turbulent statistics from a precursor LES or RANS, the recovery length
of the skin friction coefficient can be reduced with improved mitigation of the grey area.

A new implicit gradient reconstruction scheme was developed, which is suitable for
node-centered solvers. It was shown that the reconstruction scheme achieves fourth-order
scaling on highly irregular anisotropic grids for an analytical academic case.

The Navier-Stokes Characteristic Boundary Condition (NSCBC) was implemented
and verified for transport of an analytical vortex. It was shown that special boundary
treatment is needed for transporting turbulent structures through the boundary with
minimal reflections.

Keywords: Numerical methods, High-order gradient reconstruction, Scale-resolving simu-
lation, Turbulence modelling, Hybrid RANS-LES, Synthetic Turbulence, Compressible
flow
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Nomenclature

Greek letters

ρ density
σij viscous stress tensor
µ dynamic viscosity
ν kinematic viscosity
∆ local filter-width
ε dissipation rate

Roman letters

ui ith component of the velocity vector
xi ith component of the position vector
p pressure
e0 total energy
κ thermal conductivity
T temperature
CP specific heat at constant pressure
CV specific heat at constant volume
R universal gas constant
γ heat capacity ratio
Pr Prandtl number
c speed of sound
tij turbulent stress tensor
k turbulent kinetic energy

Abbreviations

CFD Computational Fluid Dynamics
NSCBC Navier-Stokes Characteristic Boundary Condition
RANS Reynolds Averaged Navier-Stokes
LES Large Eddy Simulation
ELES Embedded LES
DNS Direct Numerical Simulation
HRLM Hybrid RANS-LES Modeling
STG Synthetic Turbulence Generator
SEM Synthetic Eddy Method
DES Detached Eddy Simulation
(D)DES Delayed-DES
(I)DDES Improved-DDES
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Part I
Extended Summary

The scope of this thesis is the development of methods used in hybrid RANS-LES
modeling. A low-dissipative, low-dispersive numerical scheme is evaluated in Paper A,
where it is calibrated and verified in hybrid RANS-LES of turbulent channel flow and
Decaying Isotropic Turbulent (DIT). It was concluded that numerical dissipation needs
to be carefully reduced, in order to accurately resolve relevant turbulent scales while still
achieving a converged solution. The predictions are further improved by the enhanced
dispersive properties of the scheme. The numerical scheme was then adopted to and
applied in compressible flows, such as a classical shock tube case and in hybrid RANS-
LES of supersonic baseflow, where good results with respect to analytical results and
experiments are achieved.

In Paper B, an embedded hybrid RANS-LES approach is verified using synthetic
turbulence, in order to introduce turbulent fluctuations into a LES domain. Three
different methods to inject the synthetic fluctuation into the LES domain was investigated.
It was concluded that introducing synthetic fluctuations at the RANS-LES interface can
effectively mitigate the grey-area region for turbulent channel flow, where the proposed
turbulence injection method gives the best result for developing turbulent channel flow
and developing boundary layer flow.

In order to further increase the numerical accuracy, a new implicit gradient reconstruc-
tion scheme was proposed in paper C. The reconstruction scheme achieves fourth-order
scaling on irregular, highly anisotropic mixed-element grids for an analytical academic
case.

In Paper D, a new seamless hybrid RANS-LES approach was derived and evaluated
for free shear layer flows. The method exploits the commutation error at RANS-LES
interfaces, where a commutation error term based on the hybrid length-scale is applied to
reduce the grey-area in the vicinity of the RANS-LES interface. Improved results with
respect to experiment are achieved in hybrid RANS-LES of mixing shear layer flows.

To avoid nonphysical reflections in scale-resolving simulations, the boundaries of a
truncated flow domain needs to be able to handle incoming and outgoing numerical or
physical waves. The Navier-Stokes Characteristic Boundary Condition (NSCBC) was
implemented and verified for transporting an analytical vortex through the boundaries in
paper E.

This thesis is organized as follows. An introduction is given Chapter 1 where hybrid
RANS-LES methods are introduced with an aeronautical perspective. A survey of
turbulent inflow boundary conditions is given, along with numerical methods commonly
used in hybrid RANS-LES. The turbulence modeling approaches and the numerical
methods used in this thesis are presented in Chapters 2 and 3, respectively. Chapter 4
further validates the turbulence modeling approaches and numerical methods used for
additional test cases. A summary of the appended papers is given in Chapter 5. Finally,
Chapter 6 summarizes the outcomes of the thesis work.
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Chapter 1
Introduction
Aviation industries have over the years made tremendous effort dedicating to innovation
and development of technologies in order to reduce environmental footprint with reduced
life-cycle costs of aeronautical systems. Computer-based techniques, which have been
increasingly implemented to support aircraft design and performance analysis, have shown
great potentials in supplementing costly wind-tunnel and flight tests. Indeed, multi-
disciplinary design optimization is now becoming possible in industrial applications, by
incorporating model-based tools/approaches in design procedure, and advanced flow simu-
lation strategies in performance analysis. The techniques as such have been implemented
in research and development of novel and innovative aeronautical products to support the
realization of the targets in line with e.g. ACARE 2020 [1] and FlightPath 2050 [2].

In conjunction with different functionalities, Computational Fluid Dynamics (CFD)
form the core and the fundamental platform of flow simulations. To address turbulent
flows commonly encountered in aeronautical applications, the methods used today for
aerodynamic design are mainly based on steady-state RANS (Reynolds-Averaged Navier-
Stokes) simulations, which often provide reliable results for steady flows and attached
boundary layers. In dealing with complex aerodynamic flows characterized by, for
example, massive flow separation and unsteady vortex motion, RANS methods become
often inaccurate. In many applications, resolved turbulence is required to support reliable
analysis of, e.g., aeroacoustic noise generation. Obviously, it is desirable to introduce
accurate and reliable modelling and simulation methods, such as advanced turbulence
modelling and improved numerical schemes, in order to enable scale-resolving simulations
in an industrial environment. It is recognized that, by definition, spectral effects are
lost in Reynolds-averaging of conventional RANS methods, which are unable to produce
scale-resolving predictions. On the other hand, the use of LES (Large-Eddy Simulation)
methods remains unfeasible in complex aeronautical applications in the foreseeable future.
As highlighted in the NASA CFD vision [3], nonetheless, Hybrid RANS-LES and wall-
modeled LES offers the best prospects for industry applications.

With improved flow simulation techniques, accurate predictions of complex unsteady
fluid flows can be made, i.e. separated flows which can lead to system disturbances and
structural fatigue. Hybrid RANS-LES techniques are considered to be sufficiently accurate
and computationally affordable for the aeronautical industry. Industrially adapted hybrid
RANS-LES modelling (HRLM) techniques thus have the potential to improve product
quality, give a more efficient design process with shorter time-to-market for new products
and products with a reduced environmental impact.

1.1 Modeling of Turbulent Flows

Turbulence is a three-dimensional, chaotic and unsteady phenomenon governed by the
Navier-Stokes equations. It is present in most flows in nature and in engineering appli-
cations, for example, the flows around cars, airplanes, trains as well as and flows in a
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ventilated room or in a combustion chamber. Turbulence appears when the inertial force
dominates significantly over the viscous force, which are characterized by high Reynolds
numbers. Its chaotic nature makes it difficult to estimate or solve analytically, and often
numerical simulations are required. Turbulent flows are considered to consist of swirling
structures of different sizes, which are usually referred to as eddies.

These eddies are characterized by three different scales: a length scale, a time scale
and a velocity scale. The kinetic energy of these eddies can be statistically quantified by
studying the energy spectrum illustrated in Fig. 1.1, where the energy of eddies with a
certain length scale is described by the inverse of their length scale, the wave number
κ ∝ 1/l.

I

II

III

E
(κ) ∝

κ −
5/3

κ

E(κ)

Figure 1.1: Energy spectrum. I: Large scale energy containing eddies, II: Inertial subrange
and III: Dissipative range. E(κ) is the turbulent kinetic energy and κ is the wave nuber.

The energy spectrum is divided into three sub-regions. Eddies in region I shown in
Fig. 1.1 are the most energy-containing eddies and extract energy from the mean flow.
They have a length scale proportional to the geometry of the problem being studied,
but are unstable and will eventually break down into smaller eddies. Part of the energy
extracted from the largest scales is transferred to the smaller scales. This process is
repeated and the energy transfer to the smaller scales is referred to as the cascade process.

Eddies in region II (presented in Fig. 1.1), the inertial sub-range, have become
statistically isotropic, i.e. they have no preferred direction, and exhibits a κ−5/3 decay in
the energy spectrum. The eddies located in the dissipative range, indicated by region III
in Fig. 1.1, are described by the Kolmogorv scales. Here, the turbulent kinetic energy
is transferred to thermal heat through viscous dissipation. Energy conservation dictates
that the energy dissipation from the small eddies to heat in region III must be in the
order of the rate of energy transfer from large eddies in region I.

The complex non-linear interaction described above is reflected by turbulence modeling.
The common techniques in turbulence modeling are presented in Fig. 1.2, where the
region resolution of the corresponding modeling technique is indicated in the turbulent
kinetic energy spectrum. Different modeling techniques aim to model and/or resolve
different parts of the spectrum. Direct numerical simulation (DNS) is the most accurate
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method available for investigating fundamental physics of turbulent flows. In DNS, the
Navier-Stokes equations are solved numerically without any turbulence model. This gives
an exact solution of the flow field in time and space. However, in order to resolve all
the turbulent scales, the local grid size and time step need to be in the order of the
Kolmogorov scales. This is extremely costly in terms of computer resources for domains
with large dimensions or at large Reynolds number, and this approach currently remains
out of reach for most engineering applications.

κ

E(κ)

RANS

LES

κc

DNS

Figure 1.2: Spectrum for turbulent kinetic energy. Turbulence modeling techniques are
indicated with horizontal lines, where dashed indicates modeled part and solid indicates
resolved part. Vertical dashed line indicates the location of the cut-off frequency κc.

The computational methods associated with the lowest computational cost, but the
least general method, is the RANS family, which model all turbulent scales by Reynolds-
averaging the Navier-Stokes equations. The time-averaging needs to be sufficiently large
in comparison with the turbulent time scale. Of different RANS methodologies, the most
commonly used are eddy viscosity based models (EVM), which approximate the turbulent
stresses using a linear relation of the mean strain-rate tensor and an eddy viscosity, and
Reynolds stress models (RSM), in which aims to either solve the transport equations for
the turbulent stresses or to formulate the turbulent stress tensor in a non-linear algebraic
form. RANS models work well in flows where the time variation in the mean flow is
of much lower frequency than the turbulence itself, but may fail when the mean flow
quantities are strongly affected by large scale turbulent eddies.

Different from RANS, LES methods are based on the spatial filtering of the Navier-
Stokes equations. LES aims to model the effect of sub-grid small scales that are more
isotropic, while the large scale motions are explicitly computed. The spatial filtering
introduces a cut-off frequency κc, as indicated in Fig. 1.2, which is inversely proportional
to the local cell size ∆. The small scales are commonly described as Sub-Grid-Scales (SGS),
and the filter-width should be chosen so that κc is in the inertial sub-range (see region II
in Fig. 1.1) for accurate LES predictions. Compared to the full statistical averaging in
RANS, the LES resolves the large scale turbulent interactions, and information about
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velocity, pressure fluctuations as well as e.g. two-point correlations are possible to obtain.
However, while being much more computationally affordable than DNS, LES suffer from
the requirement that the near-wall energetic eddies to a large part need to be resolved,
which is still beyond the realistic computational limit for most engineering applications.

Hybrid RANS-LES modeling

Due to the excessive computational demand by LES and DNS, common practices for
CFD-based workflows in the aeronautical industry still utilize steady RANS, although
HRLM are increasingly adopted for certain classes of simulations in which swirling and
separated flows are dominant. The key feature of HRLM is the RANS-type behavior in
the vicinity of a solid boundary and a LES-type behavior joint with the RANS-modelled
wall layer. In the HRLM framework, the most commonly used methods include the
family of detached eddy simulation (DES) [4, 5, 6], which was extended by boundary-layer
shielding, e.g. delayed DES (DDES) [7] and further wall modelling improvements in the
improved DDES (IDDES) [8]. The DES-type of methods blend between the different
modes through a hybrid length scale, which is adapted to the RANS length scale in the
RANS region and to the LES length scale in the LES region. Alternative HRLM includes
the partially integrated transport modeling (PITM) method [9, 10], the partially averaged
Navier-Stokes (PANS) method [11, 12], and the scale adaptive simulation (SAS) [13].
Unlike in DES, the PANS formulation introduces a resolution parameter in terms of the
ratio between the modeled and the total turbulent kinetic energy (resolved plus modeled).
Another HRLM is for example the algebraic HYB0-model [14, 15], which blends between a
mixing-length RANS model and a Smagorinsky LES model through an empirical blending
function.

In embedded LES (ELES) or other zonal hybrid RANS-LES approaches a LES zone,
embedded in the RANS region, is introduced to resolve the turbulent flow in regions of
particular interest. The aim is to increase accuracy and to reduce the computational effort.
The Zonal Detached Eddy Simulation (ZDES) [16, 17] is an example of such approaches.
In connection to the RANS-modelled turbulence feeding into the LES region at the
RANS-LES interface, the resolved turbulence in the LES region neighboring the interface
is often delayed. This is the so-called ”grey-area problem”, which is not only present in
zonal modeling approaches but also in non-zonal hybrid RANS-LES computations as well.

In LES, when the Navier–Stokes equations are subjected to spatially varying filter
widths, it is recognized that the filtering operation and the standard finite volume
spatial discretization does not commute [18], i.e. one introduces extra error terms called
commutation errors. It was also shown in the hybrid RANS-LES context that these
commutation residues may be potentially significant in regions with a filter width varying
between RANS and LES scales [19, 20], which may further delay the transition from
RANS to LES. In the PANS context, these commutation errors were explicitly accounted
in simulations with temporal resolution variation [21], which was shown to promote the
production of resolved turbulence. This was further investigated in [22, 23, 24], where
the commutation residue term is active between the RANS and LES regions over and
prescribed interface. It has been proven that that the commutation residue term can
significantly accelerate the transition from modeled to resolved turbulence.
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1.2 Simulation Methods and Accuracy

Synthetic Turbulence

The grey-area problem can be further mitigated by introducing resolved turbulence based
on the statistics of the upstream modeled RANS turbulence. The most general approach
is to synthesize artificial turbulence based on turbulent length scales and time scales from
the mean RANS flow field using a so-called synthetic turbulence generator (STG). An
ideal STG should be able to inject turbulent structures that are realistic for the specific
problem under study. This involves satisfying the desired mean velocity profile, Reynolds
stress tensor, turbulent kinetic energy spectrum, and correct phase information [25].

A family of STG methods attempt to synthesize a turbulent velocity field through
the use of a spectral approach [26], where the fluctuating velocity field is represented
by a Fourier series expansion. The intensity of the fluctuations can be computed from
a modified von Karman spectrum and second-order statistics can be imposed through
a Cholesky-decomposition-based tensor scaling approach [27, 28]. Temporal correlation
of the fluctuation may be imposed by applying a time-filter [29] or a modified position
vector scaled with the bulk velocity of the flow [28].

Another family of approaches is the Synthetic Eddy methods (SEM) [30, 31], where the
turbulent field is superimposed by virtual vortical structures. These vortical structures
or eddies are randomly generated and convected through a fictional domain, usually
taken a box, giving both spatial and temporal correlation to the fluctuations, which
are allowed to induce perturbations to cells in their neighbourhood. The SEM is able
to predict statistical input data but fails to reproduce realistic spectral properties and
yields a fluctuating velocity field with non-zero divergence [32]. Improvement was made
to the original SEM, by which it was extended to give a divergence-free (DF-SEM)[32]
fluctuating velocity field, and a generalization of the fictional domain in order to remove
the dependency of the box [33], simplifying the implementation for complex geometries.

Numerical Accuracy

Proper resolution of the LES mode in HRLM requires a minimal dissipative and minimal
dispersion numerical scheme. In scale-resolving computations, the accuracy and the order
of the numerical method dictates the capabilities of resolving relevant length and time
scales for turbulent flows, where higher-order methods (higher than second-order) are
popular. Higher-order methods can be achieved by increasing the discretization stencil
with additional neighbor points or by assuming a high-order polynomial for each cell.
For complex geometries, which are typical for problems in the aeronautical applications,
unstructured grids are often used to provide a quick discreization of the flow domain. For
an unstructured flow solver, managing this type of grids poses a severe challenge due to
the fact that the cells can have arbitrary shape and number of neighbours. Examples
of higher-order methods for unstructured grids are higher-order finite-volume [34, 35],
discontinuous galerkin [36], spectral volume [37, 38] or spectral difference [39, 40]. For an
industrially capable CFD-package using second-order schemes, incorporating the changes
adapting to higher-order methods require often substantial changes.
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A low-dissipative finite-volume scheme suitable for unstructured compressible solvers
was developed by Probst et al. [41], where the added numerical dissipation was effec-
tively reduced and demonstrated with improved turbulence-resolving capabilities for
wall-bounded flows. To further improve the capabilities of the numerical scheme, a low-
dissipation and low-dispersion (LD2) scheme was formulated by Löwe et al. [42] and Probst
et al. [43], where a higher order extrapolation of the face fluxes is used to control and
reduce the numerical dispersion errors. The shock capturing capabilities of the numerical
scheme is important, and should not interfere with the scale-resolving properties. In the
original formulation by Jameson, a sensor similar to the second derivative of the pressure
was formulated to identify shock waves [44]. A different variant of sensor targeting to
minimize excessive dissipation in shock/turbulence interaction in LES was formulated
by Ducros [45]. The sensor is a slight modification to Jameson’s sensor and involves the
local flow vorticity to identify regions with resolved turbulence.

1.3 Motivation and Objectives

This thesis has been motivated by the needs of aerodynamic industries, targeting improved
simulation accuracy and increased computational efficiency for complex turbulent flows
present in aeronautical applications. Although hybrid RANS-LES methods have been
developed and implemented over the past two decades, the coherence and joint behavior
of numerical schemes, synthetic turbulence injection and modeling techniques remain
challenging and interesting research topics that need to pay special attention in order to
increase the simulation robustness and accuracy in industrial applications. Additionally,
the methodology needs to be able to handle different flow regimes, ranging from subsonic,
transonic to supersonic and even hypersonic flows.

The general targets of this thesis is to improve the feasibility of scale-resolving modelling
approaches in terms of both computational accuracy and computational efficiency for
robust numerical analysis of aerodynamic flows. More specifically, the thesis work has
been dedicated to development, implementation and evaluation of the following technical
aspects for predicting unsteady aeronautical flows serving industrial applications:

• Robust numerical methods adapted for improved turbulence-resolving capabilities
with hybrid RANS-LES methods.

• Synthetic Turbulence Generator (STG) methods adapted in scale-resolving sim-
ulations using zonal hybrid RANS-LES methods (including embedded LES) for
improved feasibility and for potential industrial use.

• Improved RANS-LES interface methodology with seamless scale- and arbitrary
geometry adaptation.

The methodology described above have been implemented into the flow solver M-Edge,
which is the CFD package deployed in a set of industries, academia and research institutes
(including Saab and FOI in Sweden). It is expected the method developed from the work
will be exploited by industries to improve current aircraft designs and meet requirements
on future aircraft platforms, and even in academic education for knowledge transfer.
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Chapter 2
Modeling of Turbulent Flows
This chapter introduces the governing equations for turbulent flows. First, the form
of Navier-Stokes equations which are solved for Direct Numerical Simulation (DNS)
are presented. These equations need to be filtered in order to reduce the spatial and
temporal resolution requirements, to make scale-resolving simulations more accessible to
the industry. The filtered Navier-Stokes equations are presented, along with the turbulence
modelWing methods used in this thesis. A description of the CFD solver used in this
thesis then follows, with a detailed outline of the relevant numerical methods used for
scale-resolving simulations.

2.1 Governing Equations of Fluid Motions

The Navier-Stokes equations for unsteady compressible flow reads

∂ρ

∂t
+

∂(ρui)

∂xi
= 0 (2.1)

∂(ρui)

∂t
+

∂(ρuiuj)

∂xj
= − ∂p

∂xi
+

∂σij

∂xj
(2.2)

∂(ρe0)

∂t
+

∂(ρe0uj)

∂xj
= −∂(puj)

∂xj
+

∂

∂xj

�
κ
∂T

∂xj
+ uiσij

�
(2.3)

where the thermal conductivity κ is set to κ = CPµ/Pr, CP is the specific heat capacity
for constant pressure, µ is the molecular viscosity and Pr is the Prandtl number. The
total energy is computed as e0 = e + uiui/2. For a perfect gas we have the internal
energy e = CV T , CV = R/(γ− 1), γ = CP /CV , where CV is the specific heat capacity for
constant volume, T is the temperature, R is the gas constant and γ is the heat capacity
ratio. The equation of state reads

p = (γ − 1)

�
ρe0 −

1

2
ρuiui

�
(2.4)

A Newtonian fluid is assumed and the viscous stress tensor is modeled as

σij = µ

�
∂ui

∂xj
+

∂uj

∂xi
− 2

3

∂uk

∂xk
δij

�
(2.5)

To solve this set of equations (2.1)-(2.3) for turbulent flows in DNS, all relevant spatial
and temporal scales in the flow field need to be resolved. This means that the grid needs
to be fine enough to resolve features on the order of the Kolmogorov length scale

η = (ν3/ε)
1
4 (2.6)
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where ν is the kinematic viscosity and ε is the dissipation rate. Likewise, the time step
needs to be fine enough to resolve temporal dynamics on the order of the Kolmogorov
time scale

τ = (ν/ε)
1
2 (2.7)

These resolution requirements for DNS impose a computational cost for industrial flows at
high Reynolds numbers which is not feasible today and in the foreseeable future [46]. By
filtering the Navier-Stokes equations (2.1) - (2.3), the resolution requirement is reduced.
However, this filtering introduces additional unknown terms. Hence, modeling techniques
such as, namely, turbulence modeling, are implemented to close the set of equations. The
typical filtering process and the filtered Navier-Stokes equations used in this thesis are
outlined below.

2.2 Modeling Methodologies

The RANS equations are derived by using time-averaging, which can for an arbitrary
quantity Φ be expressed as

Φ =
1

T

Z

T

Φdt, Φ = Φ+ Φ′ (2.8)

where the instantaneous variable Φ is decomposed into a time-averaged part Φ and a
fluctuating part Φ′. Note that T is the time-averaging period in Eq. (2.8) that needs to
be sufficiently large.

In LES, a spatial filter is applied instead. This can for a top-hat filter based on the
finite volume method be expressed for the quantity Φ in 1D as:

Φ(x, t) =
1

∆x

Z x+0.5∆x

x−0.5∆x

Φ(ξ, t)dξ, Φ = Φ+ Φ′ (2.9)

Here, Φ corresponds to a large scale fluctuating part (or resolved part) and Φ′ corresponds
to sub filter scale fluctuating part. In Eq. (2.9), an implicit filter is used through the
finite volume discretisation, where the local control volume on the computational grid
represents the spatial filter. In addition to the time-averaging in Eq. (2.8) and the spatial
filtering in Eq. (2.9), the compressible Navier-Stokes equations contains also Favré filtered
[47] quantities. The Favré filter is defined by

eΦ =
Φρ

ρ
, Φ = eΦ+ Φ′′ (2.10)

Here, (·) means time-averaged quantities when RANS is applied and spatially-averaged
quantities when LES is applied. The Favré filtering is denoted by (̃·).

After filtering, the compressible Navier-Stokes equations ((2.1) - (2.3)) become

∂ρ

∂t
+

∂(ρũi)

∂xi
= 0 (2.11)
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∂ρũi

∂t
+

∂(ρũiũj)

∂xj
= − ∂p

∂xi
− ∂Tij

∂xj
(2.12)

∂(ρẽ0)

∂t
+

∂(ρẽ0ũj)

∂xj
= −∂(pũj)

∂xj
+

∂Hj

∂xj
(2.13)

where Tij is the total stress tensor Tij ≡ ρτij − σ̃ij , and Hj = qtj + κ∂T̃ /∂xj + Tij ũj are
the sum of heat flux plus work done by viscous stresses . The Favré averaged viscous
stress tensor is approximated as

σ̃ij = µ

�
∂ũi

∂xj
+

∂ũj

∂xi
− 2

3

∂ũk

∂xk
δij

�
(2.14)

The filtered kinetic energy k ≡ τii/2 should be included in the expression for total energy
ẽ0 = e+ ũiũi/2 + k due to the filtering process. The equation of state is then given by

p = (γ − 1)

�
ρẽ0 − ρ

1

2
ũkũk − ρk

�
(2.15)

The filtering process has introduced two additional unknowns that need to be modeled,
the turbulent stresses and the turbulent heat flux

τij = guiuj − ũiũj (2.16)

qtj = −CP ρ
�
gujT − T̃ uj

�
(2.17)

A common approach is to use the Boussinesq approximation, where an eddy viscosity µt

is introduced to relate the turbulent stresses to the mean flow. The assumption is that
the turbulent shear stress is proportional to the rate of mean strain rate

τij = −µt

�
∂ũi

∂xj
+

∂ũj

∂xi
− 2

3

∂ũk

∂xk
δij

�
+

2

3
δijρk (2.18)

and the turbulent heat flux is modeled as a diffusion term

qtj = CP
µt

Prt

∂T̃

∂xj
(2.19)

Obviously, for models based on the Boussinesq assumption, the key has been to find
an expression of the eddy viscosity to close the equation system of turbulence flows.
Many different models for the turbulent viscosity µt of varying complexities exists in the
literature, in the following sections the turbulence models used in this thesis are outlined.

2.2.1 Reynolds-Averaged-Navier-Stokes (RANS)

The Spalart-Allmaras model

The one-equation model of Spalart and Allmaras (SA) was especially developed for
applications of aerodynamic flows and is empirically built as follows [48, 49]:

∂(ρν̃)

∂t
+
∂(ρũj ν̃)

∂xj
= Cb1ρν̃ eS+

1

σ

�
∂

∂xj

�
(µ+ ρν̃)

∂ν̃

∂xj

�
+ Cb2

∂ν̃

∂xj

∂ρν̃

∂xj

�
−Cw1ρfw

�
ν̃

lRANS

�2

(2.20)
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where the quantities on the right-hand side correspond to, respectively, production,
diffusion, cross diffusion and destruction. The length scale appearing in the destruction
term is computed as the distance to the wall lRANS = dw. The eddy viscosity is defined
as

µt = ρν̃fν1 (2.21)

In order to ensure that ν̃ equals κyuτ in the log-layer, buffer layer and viscous sublayer, a
damping function fν1 is defined as

fν1 =
χ3

χ3 + c3v1
with χ =

ν̃

ν
(2.22)

The quantity eS in the production term corresponds to a modified vorticity such that it
maintains its log-layer behaviour (eS = uτ

κy )

eS = Ω̃+
ν̃

κ2l2RANS

fv2 (2.23)

which is accomplished with the function

fv2 = 1− χ

1 + χfv1
(2.24)

In Eq. (2.23) the magnitude of the vorticity tensor is computed as

Ω̃ =

q
2Ω̃ijΩ̃ij , Ω̃ij =

1

2

�
∂ũi

∂xj
− ∂ũj

∂xi

�
(2.25)

In order to obtain a faster decaying behaviour of the destruction term in the outer region
of the boundary layer, a function fw is utilised

fw(g) = g

�
1 + c6w3

g6 + c6w3

�
, g = r + gw2(r

6 + r), r =
ν

eSκ2l2RANS

(2.26)

where g act as a limiter that prevents large values of fw. Both r and fw are equal 1 in
the log-layer and decrease in the outer region. Constants of the model are

cb1 = 0.1355, cb2 = 0.622, σ = 2/3, κ = 0.41,

cw1 =
cb1
κ2

+
1 + cb2

σ
, cw2 = 0.3, cw2 = 2, cv1 = 7.1

(2.27)

The Shear Stress Transport (SST) k-ω model

The two-equation SST k-ω model by Menter [50] was developed for improving predictions
of aeronautical flows with strong adverse pressure gradients and separation. The model is
a blending of the standard k-ε [51] model in the outer part of the boundary layer and
the Wilcox k-ω model [52] in the near-wall part. The k-ε model is transformed into k-ω
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formulation, resulting in a cross diffusion term and modified coefficients, which is then
blended with the near-wall k − ω via a blending function. The model follows:

∂(ρk)

∂t
+

∂(ρũjk)

∂xj
=

∂

∂xj

�
(µ+ σkµt)

∂k

∂xj

�
+ Pk − ρ

√
k3/lRANS

∂(ρω)

∂t
+

∂(ρũjω)

∂xj
=

∂

∂xj

�
(µ+ σωµt)

∂ω

∂xj

�
+ γ

ρ

µt
Pk − βρω2 + 2(1− F1)

ρσω2

ω

∂k

∂xj

∂ω

∂xj

(2.28)

The RANS length scale is computed as lRANS =
√
k/(Cµω) with Cµ = 0.09. The

production term in (2.28) reads as:

Pk = min(µtS̃
2, 10 · Cµρkω) (2.29)

Here S̃ is the magnitude of the strain rate tensor:

S̃ =

q
2S̃ijS̃ij , S̃ij =

1

2

�
∂ũi

∂xj
+

∂ũj

∂xi

�
(2.30)

In line with the shear-stress transport idea, the eddy viscosity is formulated

µt = ρ
a1k

max(a1ω, S̃F2)
(2.31)

which complies with u′v′ ≤ a1k, with a1 = 0.31. This is in accordance with the Bradshaw
assumption, and will reduce the turbulence level around stagnation regions and in adverse
pressure gradient boundary layers compared to a standard eddy-viscosity model and
the prediction of separated flows is improved. In Eq. (2.28) F1 and F2 denote the SST
blending functions which read as follows:

F1 = tanh
�
arg41

�
, arg1 = min

 
max

" √
k

Cµωdw
,
500ν

d2wω

#
,
4ρσω2k

CDkωd2w

!
,

F2 = tanh
�
arg22

�
, arg2 = max

 
2
√
k

Cµωdw
,
500ν

d2wω

!
,

CDkω = max

�
2ρσω2

ω

∂k

∂xj

∂ω

∂xj
, 10−10

�

(2.32)

The model constants of the k-ε and k-ω turbulence models are computed by a blend
via γ = γ1F1 + γ2(1− F1):

γ1 = 5/9, β1 = 0.075, σk1 = 0.85, σω1 = 0.5

γ2 = 0.44, β2 = 0.0828, σk2 = 1.0, σω2 = 0.856
(2.33)
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2.2.2 Scale-Resolving Modeling

Large Eddy Simulation

In LES the large scales of turbulent flows are resolved, whereas the scales smaller than
the local grid resolution are modeled. A popular and simple expression of computing νt
in Eq. (2.18) is the Smagorinsky model [53]

νsgs = (CS∆)2|S̃|

|S̃| ≡
q

2S̃ijS̃ij

(2.34)

where the local filter-width, ∆, is taken as the cubic root of local cell volume

∆ = (δVI)
1/3 (2.35)

The model constant CS is recognized flow-dependent, taking a values typically in the range
of (0.1,0.2). This model implies incorrect scaling close to walls. This is usually alleviated
by using a damping function that gives the correct near-wall behaviour. However, the
damping functions usually requires the skin-friction velocity in proximity of wall surface as
input parameters, possibly leading to complex implementation issues for flow separation
where the friction velocity becomes zero.

The Wall-Adapting Local Eddy-Viscosity (WALE) [54] model addresses this issue
by providing a more complex expression in terms of resolved spatial derivatives, that
automatically fulfills the near-wall scaling. The subgrid viscosity is defined as

νsgs = (Cm∆)2
(Sd

ijSd
ij)

3/2

(S̃ijS̃ij)5/2 + (Sd
ijSd

ij)
5/4

Sd
ij =

1

2

�
∂ũi

∂xl

∂ũl

∂xj
+

∂ũj

∂xl

∂ũl

∂xi

�
− 1

3

∂ũm

∂xl

∂ũl

∂xm
δij

(2.36)

A common value for the model constant for wall bounded flow is Cm = 0.325 [54].
A differential operator based on the singular values of the velocity gradient tensor

was proposed in [55] as a basis for an improved SGS eddy-viscosity model. The σ-model
was shown to generate zero eddy-viscosity for any two-dimensional or two-component
flows, an attractive feature that can unlock Kelvin-Helmholz instabilities and trigger
resolved turbulence in free shear layer flows. Similar to the WALE model, it has the
proper behavior in near-wall regions. The σ-model reads:

νsgs = (Cσ∆)2Sσ

Sσ =
σ3(σ1 − σ2)(σ2 − σ3)

σ2
1

(2.37)

where σ1 ≤ σ2 ≤ σ3 ≤ 0 are the singular values of the velocity gradient tensor. In quasi
two-dimensional flow regions, Sσ is close to zero, which ensures the decrease of the eddy
viscosity in shear layers by rapidly reducing the sub-grid viscosity. The constant Cσ = 1.35
is chosen according to Nicoud et al. [55].
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Hybrid RANS-LES

A variety of hybrid RANS-LES methods has been developed for the past 25 years. The
idea is to exploit the computational efficiency in RANS and the computational accuracy
in LES. The hybrid methods produces RANS-type behavior in the vicinity of a solid
boundary, where RANS models have successively proven to accurately model attached
boundary layers using a moderately coarse mesh. The HRLM switches to LES mode in
off-wall regions and in region with separated flow, where LES models have proven to be
able to effectively predict unsteady flow features.

Many methods are available in the literature, where the most well-known is the
Detached Eddy Simulation (DES) [56, 5, 7, 8] family of models. Two different hybrid
methods are used throughout this thesis, the Delayed-DES (DDES) for attached boundary
layers where flow separation triggers the generation of resolved turbulence, and the
Improved-DDES (IDDES) [8] for boundary layer flows with turbulent inflow content.

Detached Eddy Simulation (DES)

The DES [56] model modifies the underlying RANS model length scale (lRANS) given in
Eq. (2.20) for SA and Eq. (2.28) for SST, where lRANS is replaced by

lDES = min(lRANS , lLES) (2.38)

where

lLES = CDESΨ∆ (2.39)

is the LES length scale. Here, CDES is a modeling constant calibrated in simulations of
decaying isotropic turbulence and Ψ is a correction function to avoid (an unphysical) low
Reynolds number damping in the LES region [8]. This correction is not needed for the
SST model [57] (Ψ = 1), since no low Reynolds number damping functions are present. ∆
is the local filter width. In the original DES it is defined as

∆max = max(∆x,∆y,∆z) (2.40)

For an unstructured solver with a dual-grid, ∆max in Eq. (2.40) can be ambiguous for
cells not aligned with the coordinate directions. In the edge-based solver, such as M-Edge
which is used in this work, it is approximated as the maximum edge length of a dual-cell
(see Fig. 3.1).

In the near wall region the model reduces to the RANS model, whereas far away from
the wall, lRANS ≫ ∆ leading to lDES = lLES and the model acts as a subgrid scale model.
The formulation of the length scale in Eq. (2.38) caused premature switching from RANS
to LES, known as grid-induced sepration (GIS). The grid-induced separation is caused by
the DES model extending the LES region into the boundary layer, where the grid is not
fine enough to resolve the turbulent stresses which leads to a reduction of the modeled
skin friction and possibly an unphysical flow separation.
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Delayed DES (DDES)

The GIS problem was addressed in the formulation of Delayed DES (DDES) [7], where
the DES-length scale in Eq. (2.38) was redefined as

lDDES = lRANS − fd max(0, lRANS − LLES) (2.41)

where LLES is given in Eq. (2.39) and fd is a shielding function

fd = 1− tanh
�
[C1rd]

C2
�

(2.42)

which takes on the value unity in the LES region and zero elsewhere. This function aims
to prevent LES content from penetrating into the RANS modeled boundary layer. The
function rd reads

rd =
νt + ν

κ2d2w

q
1
2 (S̃

2 + Ω̃2)
(2.43)

which is similar to r in Eq. (2.26) for the SA-model and should identify the outer wake of
a boundary layer, where the grid is fine enough to resolve the turbulent stresses.

Improved DDES (IDDES)

For the simulation of wall bounded flows with synthetic turbulence injection in this thesis
work, the Improved Delayed DES (IDDES) [8] is employed. The IDDES blends two
branches, a DDES-like branch and a WMLES-like branch. The DDES-like branch should
become active only when the inflow conditions do not have any turbulent content. The
WMLES-like branch is intended to be active only when the inflow conditions used in the
simulation are unsteady and impose some turbulent content. An additional criteria on the
WMLES-like branch is that the grid is fine enough to resolve boundary-layer dominant
eddies. The blending function between the RANS mode and the LES mode reads:

lIDDES = f̃d(1 + fe)lRANS + (1− f̃d)lLES (2.44)

Here, f̃d is a function that blends between DDES and WMLES, and fe is a function to
enhance the RANS length scale in the vicinity of the RANS-LES interface in order to
reduce the log-layer mismatch. The LES length scale in (2.44) is given by Eq. (2.39) but
the the local filter-width ∆ is replaced by

∆dw = min(max[Cdwdw, Cdw∆max,∆wn],∆max) (2.45)

The purpose of ∆dw in Eq. (2.45) is to give a correct log-layer behaviour in WMLES
without the need to alter the value of the modeling constant CDES adapted to decaying grid
turbulence. In Eq. (2.45), Cw = 0.15 and ∆wn is the characteristic wall-normal cell size.
For an unstructured edge-based solver, this quantity is not defined in a straightforward
way. In this thesis, it is approximated by taking the difference between the maximum
and the minimum cell face value of the wall distance dw for a given cell. The cell face
value is computed by the average of the two connecting nodes for a given edge.
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2.3 Improvements to Modelling

2.3.1 LES Length Scale
In the original formulation of the DES model, the the local filter width ∆ in Eq. (2.39)
is set to the maximum cell dimension ∆max. It has been shown in several studies that
∆max often gives an excess SGS viscosty for flow cases involving free shear layers in LES
mode (e.g. [58, 24]). An alternative length scale to alleviate this problem was formulated
by Shur et. al [58], where the length scale ∆̃ω is based on the local vorticity direction in
the flow. For a hexahedral cell ∆̃ω is formulated as

∆̃ω =
1√
3
max
n,m

∥In − Im∥, In = nω × (rn − r), nω =
ω

∥ω∥ (2.46)

where nω is the unit vector aligned with the vorticity vector. This approach adapts
the filter width to the local orientation of eddies, thus helping to reduce the problem of
delayed transition from RANS to LES in the initial region of the shear layer. The factor
1√
3

is needed to recover ∆max for cubic cells in isotropic turbulence.
However, as pointed out in [58], replacing ∆max with ∆̃ω is not enough to fully unlock

the Kelvin-Helmholtz instability. To further force the reduction of the turbulent SGS
viscosity in free shear layers the FKH function is added to ∆̃ω to give

∆SLA = ∆̃ωFKH(⟨V TM⟩) (2.47)

The FKH function is based on a Vortex Tilting Measure (VTM) with the aim to detect
Kelvin-Helmholtz like structures and rapidly reduce the LES filter width. The Vortex
Tilting Measure and FKH are given:

V TM =

√
6∥(S̃ · ω)× ω∥

ω2

q
3tr(S̃2)− [tr(S̃)]2

max (0.2ν/νt, 1) (2.48)

FKH = max(Fmin
KH ,min[Fmax

KH , Fmin
KH +

Fmax
KH − Fmin

KH

a2 − a1
(⟨V TM⟩)− a1]) (2.49)

where tr(·) is the trace operator, Fmax
KH = 1.0 and Fmin

KH , a1 and a2 are adjustable empirical
parameters which are set to 0.1, 0.15 and 0.3 respectively [58]. Local VTM values are
averaged over the current and closest neighboring cells, in order to make ∆SLA behave
as ∆max in developed 3D turbulence. ⟨V TM⟩ is close to zero in the quasi-2D regions of
the flow, whereas in regions with fully developed turbulence it is of the order of 1.0. The
Vortex Tilting Measure ⟨V TM⟩ in in this thesis is computed as a volume average of the
neighbouring cells. The function FKH takes values between zero and one, where one is its
natural value and a reduction towards zero takes place in flows where Kelvin-Helmholtz
like structures are detected. By achieving this additional reduction of the turbulent SGS
viscosity compared to ∆̃ω, the two dimensional Kelvin-Helmholtz structures are able to
break up and form three dimensional turbulent structures.
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2.3.2 Zonal Interface Methods
In a zonal approach, a RANS and a LES region is separated by a prescribed interface. A
schematic of a zonal approach with the prescribed RANS-LES interface is presented in
Fig. 2.1. Here, an upstream region is treated in RANS but further downstream a focusing

RANS LES

Prescribed interface

Figure 2.1: Schematic of RANS and LES regions in zonal hybrid RANS-LES (embedded
LES) with wall-normal RANS-LES interface indicated.

LES region is defined in order to get a better prediction of the flow field. However, if
no special care is taken at the prescribed interface, there will be a severe delay in the
development of resolved turbulence in the LES region since all turbulent scales are modeled
in the RANS region, which is usually called a grey-area transition region. In order to
trigger the equations to resolve turbulence and reduce the RANS-to-LES transition region,
synthetic turbulent fluctuations can be superimposed onto the RANS mean flow field at
the prescribed interface.

Synthetic Turbulence
The synthetic turbulence methods considered in this theses are the Synthetic-Eddy Method
by Jarrin et al. [31] and the Synthetic Turbulence Generator (STG) by Shur et al. [28].
A brief outline of the theory and the implementation of these methods are given in the
following sections.

Synthetic Eddy Method (SEM)

The velocity fluctuations for the SEM are generated by a fixed number, N , of artificial
eddys and have the representation

v′j(x, t) =
1√
N

NX

k=1

εkj fσ(x− xk) (2.50)

where xk are the locations of the eddies, εkj are their respective intensities (with ⟨εj⟩ = 0

and ⟨ε2j ⟩ = 1). The shape function fσ(x− xk) sets the velocity distribution of the eddy
located at xk and is given by

fσ(x− xk) =

r
VB

σ3
f

�
x− xk

σ

�
f

�
y − yk

σ

�
f

�
z − zk

σ

�
(2.51)
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where VB is the volume of the box of eddies explained below, σ is a parameter that
controls the size of the vortical structures and f is a shape function chosen to satisfy the
normalization condition

1

V

ZZZ
f2(x′,σ)dx′ = 1 (2.52)

A function that satisfies this condition is a tent function [31]

f(x) =

(q
3
2 (1− |x|) if |x| < 1

0 otherwise
(2.53)

but is in this study taken as a truncated Gaussian according to

f(x) =

(
1√√

πC erf(1/C)
exp

�
− 1

2C2 |x|2
�

if |x| < 1

0 otherwise
(2.54)

with C = 1/3. The shape functions for Eqs. (2.53) and (2.54) are shown in Fig. 2.2. The

-1 -0.5 0 0.5 1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Hat function

Truncated gaussian

Figure 2.2: SEM shape functions.

length scale σ is estimated using information from a RANS model and the maximum
local mesh size [31]

σ = max [min(lRANS ,κδ),∆max)] (2.55)

where lRANS is a RANS length scale and δ is the thickness of a boundary layer considered.
The virtual eddies are randomly generated in, and convected through, a virtual domain
around a given synthetic-forcing region. The virtual domain is given by a box and
is generated around the forcing region S = {x1,x2, ...,xs}, where the minimum and
maximum coordinates are defined by

xi,min = max
x∈S

(xi − σ(x)) and xi,max = max
x∈S

(xi + σ(x)) (2.56)

In order to ensure that the density of eddies inside of the box of eddies is constant and
that the synthetic turbulent field is statistically covered by the eddies, the number of
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eddies is set as N = max(VB/σ
3). Note the formulation of Eq. (2.56) generates a padding

around the forcing domain S of the maximum eddy size σ. This padding is ignored in the
vicinity of a wall or a periodic boundary. If an eddy overlaps a periodic boundary, the
eddy position is mirrored to the other side of the periodic boundary in order to impose a
periodic fluctuating velocity field. Time correlation of the fluctuating velocity field are
imposed by updating the positions of the eddies using the integrated bulk velocity

xk(t+∆t) = xk(t) +Ub∆t (2.57)

where the integration of Ub is carried out over the interface S. Eddies that leave the box
are randomly regenerated at the inlet side of the virtual box, given by the streamwise
direction.

Synthetic Turbulence Generator (STG)

The velocity fluctuations for the STG [28] are computed by superimposing N Fourier
modes:

v′(x, t) =
√
6

NX

n=1

√
qn [σn cos(kndn · x′ + ϕn)] (2.58)

where n denotes the mode number, dn is the random vector that is uniformly distributed
over a unit sphere and σn is a unit vector normal to dn (σn · dn = 0) [26, 29]. These are
given by

dn =



sin(Θn) cos(Φn)
sin(Θn) sin(Φn)

cos(Θn)


 , σn =



cos(Φn) cos(Θn) cos(ηn)− sin(Φ) sin(ηn)
sin(Φn) cos(Θn) cos(ηn) + cos(Φ) sin(ηn)

− sin(Θn) cos(ηn)


 (2.59)

where Φn, Θn = arccos(1− 2γn) and ηn are random angles with uniform distributions
and intervals given in Table 2.1. Here, the uniformly distributed random phase angle ϕn

in Eq. (2.58) is also shown.

Table 2.1: Intervals for uniformly distributed random variables.

variable Φn γn ηn ϕn

interval [0, 2π) [0, 1) [0, 2π) [0, 2π)

The normalized mode amplitude qn is computed using a modified von Karman spectrum
[28] according to

qn =
E(kn)∆kn

PN
n=1 E(kn)∆kn

,

NX

n=1

qn = 1 (2.60)

where kn is the wave number magnitude of the vector dn. Note that the random variables
in Table 2.1 is only computed once. A modified position vector x′ in Eq. (2.58) is
introduced to impose time-correlation. Assuming that the streamwise direction is aligned
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with the x-direction, the position vector is expressed as

x′ =




2π
kn max(le(x))

(x− Ubt)

y
x


 (2.61)

The bulk velocity Ub is integrated over the RANS-LES interface. le(x) corresponds to the
length scale of the most energy-containing mode and is given by le(x) = min(2dw(x), CtlRANS).
Ct = 3.0 is an empirical constant and lRANS is the local RANS length scale. The set of
wave numbers kn is fixed and is common for the entire RANS-LES interface. A geometric
series is used

kn = kmin(1 + α)n+1, n = 1, 2, ..., N, α = 0.01 (2.62)

to decrease the number of modes compared to a uniform distribution. The number of
modes N in Eq. (2.58) is then obtained by

N = ceil

�
ln(kmax/kmin)

ln(1 + α) + 1

�
(2.63)

where kmin = π/max(le(x)), and kmax = 1.5max(2π/lcut(x)). lcut(x) is computed as

lcut = 2min(0.3∆max + 0.1dw(x),∆max) (2.64)

which corresponds to the length scale of the smallest scales that can be resolved by the
grid.

Anisotropic Fluctuations

The velocity fluctuations in Eqs. (2.50) or (2.58) satisfy the restrictions ⟨v′i⟩ = 0 and
⟨v′iv′j⟩ = δij , where ⟨·⟩ denotes time averaging. In order to impose the correct Reynolds
stress statistics [59] at the interface, the actual fluctuations u′

j(x, t) are computed from

u′
j(x, t) = aijv

′
j(r, t) (2.65)

where aij is the Cholesky-decomposed Reynolds stress tensor:

aij =




√
R11 0 0

R21/a11
p
R22 − a221 0

R31/a11 (R32 − a21a31)/a22
p
R33 − a231 − a232


 (2.66)

aij determines the magnitude of the velocity fluctuation as a function of the estimated
Reynolds stresses Rij = ⟨u′

iu
′
j⟩, taken as the RANS modeled stresses at the RANS-LES

interface.

Turbulence Injection Methods

The synthetic turbulence methods provide a fluctuating velocity field that is well defined
in both space and time. If the LES domain starts directly at the inflow boundary, the
fluctuating velocity signal may be imposed as a Dirichlet boundary condition according to

u(x, t) = u(x, t) + u′(x, t) (2.67)
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where u(x, t) is the boundary value of the velocity, u(x, t) is the mean velocity profile at the
boundary and u′(x, t) fluctuating velocity given by Eq. (2.65). However, if the synthetic
turbulence is supposed to be injected in an embedded hybrid RANS-LES framework as
in Fig. 2.1, where a forcing region is defined to drive the steady RANS velocity to an
unsteady resolved turbulent velocity, Equation (2.67) can not be readily applied in a
straight forward way.

This problem is addressed in Paper B [60], where suitable source terms are derived
and investigated in developing turbulent channel flow and spatially developing boundary
layer flow. The source terms are found by performing an expansion of the instantaneous
velocity field according to

ũi → ui + u′
i (2.68)

in Eqs. (2.11)-(2.13), where ũi is the mean flow and u′
i is an added synthetic part. These

source terms are active only in the forcing region, taken as a wall-normal plane in Paper
B, that provide a physically consistent way to impose fluctuations at an embedded RANS-
LES interface. The interested reader is referred to Paper B for details about the derivation,
below we state the results for the corresponding source terms.

Injection Method 1

Method 1 (M1) represents the injected fluctuations by considering the contribution from
the convective flux [61, 22]. The additional source term associated to the fluctuations and
stemming from the convective term is

QC = Sn




ρV ′

ρ(ũiV
′ + u′

i(Ṽ + V ′))
ρH̃V ′ + ρ( 12 (2ũiu

′
i + u′

iu
′
i))(Ṽ + V ′)


 (2.69)

where H̃ = Ẽ + p/ρ is the total enthalpy, V ′ = niu
′
i, Ṽ = niũi and u′

i is taken from
Eq. (2.65). Here, Sn is the projected cell area in a plane with normal ni. The source
term in Eq. (2.69) is added to the equations (2.11) - (2.13) to the cells that intersects the
prescribed interface.

Injection Method 2

Method 2 (M2) is a volume source term stemming from the time derivative [62, 63], the
contribution reads

QT =
∂(ρu′

i)

∂t
∆V (2.70)

where ∆V is the cell volume. In the work by Schmidt et al. [62], they introduced a ratio
of the synthetically generated velocity fluctuations u′

i and the integral time scale T instead
of applying a temporal derivative in order to express the source term. However, this
requires knowledge about the integral time scale T , which may not be readily available.
In the work by Probst [63], the term in Eq. (2.70) was discretized using the same time
discretization scheme as the underlying flow solver. For a second-order backward difference
scheme, this requires the fluctuations at previous times u′n

i and u′n−1
i . It is argued that

using the previous fluctuations from the synthetic turbulence generator may decouple the
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predicted flow solution from the target synthetic field, and are instead computed as the
predicted fluctuations of the flow solver, namely u′n

i = un
i − ⟨ui⟩ and u′n−1

i = un−1
i − ⟨ui⟩,

respectively. This requires time-averaged mean values ⟨ui⟩, which are computed as a
running-time average. The approach by Probst is adopted in this thesis.

Injection Method 3

Method 3 (M3) introduces fluctuations by superimposing both previous methods. That is,
the contribution from the source terms given by Eq. (2.69) and (2.70) are added to the
continuity, momentum and total energy equations, see Eqs. (2.11) - (2.13). By considering
the contribution from both the time derivative and convection term, Method 3 should
present a more complete formulation than Methods 1 and 2.

2.3.3 Improved Seamless Interface Method

The zonal interface method described in Section 2.3.2 is an effective hybrid RANS-LES
approach when the prescribed interface can be readily defined, e.g. in flow cases where an
attached boundary layer is located upstream of a region with flow separation induced by
geometric settings to which the interface can often be referred. A sudden change in the
geometry, e.g. a cavity or an obstacle, induces the flow separation and the LES region can
easily be identified with prescribed RANS-LES interface beforehand, at which synthetic
turbulenc can be added if needed. On the other hand, flows where the separation is
subjected to adverse pressure gradient [17] or smooth-body separation [64], the location
of the interface may become subtle.

A seamless hybrid RANS-LES interface method is investigated in Paper D [65], which
requires no a prior knowledge of the RANS-LES interface location that is implicitly
incorporated in the modelling formulation. The method aims to express the transfer of
kinetic energy from the modeled turbulent scales to the resolved turbulent scales through
an energy conservation principle based on the variation of the local hybrid length scale
with the intention to accelerate the RANS-to-LES transition.

In regions of variable resolution, the transfer of energy between modeled RANS and
resolved LES turbulence is quantified by a commutation residue term, originally formulated
by Girimaji and Wallin [21]. They proposed a model for this term related to PANS and
indicated extensions to length scale based models such as DES. We seek to exploit and
extend this formulation for DES-based models aiming at entailing a more rapid transition
between unresolved and resolved turbulent scales in the vicinity of a RANS-LES interface.

The energy balance in the spectral space is illustrated in Fig. 2.3 with κc ∝ 1/lref as
the spectral cut-off wave number dividing the turbulence energy into the resolved and
unresolved parts, kr and k, respectively. For constant resolution, where κc is constant
in space/time, the energy cascade σ is responsible for the energy exchange between the
resolved and unresolved scales. With variable lref , κc can vary in time or space and
correspondingly the position of the interface between kr and k will change. This leads to
an additional mechanism of energy exchange between kr and k. Following Girimaji and
Wallin [21], this energy exchange can be described by a commutation residue term, PTr,
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Figure 2.3: Illustration of energy spectrum with cut-off wave number.

in terms of the variation of the hybrid length scale lref :

PTr =
2

3

k

lref

Dlref
Dt

(2.71)

In the DES concept, lref can be taken as any of the DES length scales (e.g. lDES in
Eq. (2.38), lDDES in Eq. (2.41) or lIDDES in Eq. (2.44)). The commutation residue
term PTr in Eq. (2.71) acts as a source/sink term in the equations for k and ω, see Eq.
(2.28). In the case of decreasing lref , energy is transferred from the unresolved (RANS)
to the resolved (LES) scales and PTr < 0. Energy conservation dictates that the energy
transfer rate, PTr, removed from the unresolved scales must be added to the resolved
scales. The energy transfer to/from the resolved scales is modelled as a diffusion term in
the momentum equation [21]

µTr =
ρPTr

S2
(2.72)

where S =
q
2S̃ijS̃ij . It must be emphasized that µTr and µt represent different physics

and should not be mixed up. For numerical solution they can be added through:

µ∗
t = µt + µTr (2.73)

where µ∗
t replaces µt in Eq. (2.18). When resolution improves in space/time, energy is

transferred from unresolved to resolved turbulence. This is brought by a negative µTr. A
limit µTr ≥ −µt is introduced to ensure positive total turbulent diffusion.
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Chapter 3
Numerical Methods for Scale-Resolving
Simulations
The CFD solver used in the thesis work is the M-Edge code, which is an edge- and
node-based Navier-Stokes flow solver applicable for both structured and unstructured
grids [66, 67]. The finite volume discretisation of a node is obtained by applying the
integral formulation of the filtered governing equations (2.11)-(2.13) to a control volume
surrounding node i,

δVi
∂qi
∂t

+

niX

j=1

FijδSij +

niX

j=1

GijδSij = δViQi (3.1)

where δVi is the control-volume surrounding node i, qi = (ρ, ρu, ρv, ρw, ρE)T are the
unknown conservative variables at node i, Fij and Gij are the cell face convective and
viscous fluxes, respectively, between nodes i and j, δSij is the cell face area connecting
the dual control volumes of the nodes, and Qi is the source term computed directly at the
node. The dual grid control-volumes are computed from a primary grid. A visualisation
of the dual and primary grids is shown in Fig. 3.1. The main numerical methods adopted
in this thesis are outlined in the following sections.

ϕj,∇ϕj

ϕi, ∇ϕi

dij

Figure 3.1: Notation for dual grid control-volumes for a finite-volume discretization. The
dual grid is generated from a node-centered unstructured grid.

3.1 Temporal Discretization

For time-accurate unsteady simulations Eq. (3.1) is integrated in time using a second-order
backward difference scheme. A dual-time stepping methodology exploiting an explicit
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low-storage multistage Runge-Kutta scheme [44] is used to advance the solution between
physical time steps. The convective, diffusive and source terms in Eq. (3.1) are lumped
into the residual

δV
∂q

∂t
+R(q) = 0 (3.2)

where the physical time derivative is discretized as

∂q

∂t
=

3qn+1 − 4qn + qn

2∆t
(3.3)

where ∆t is the physical time step. Equation (3.2) is converted to a steady state problem
for each physical time step, where a dual-time derivative is introduced

∂q∗

∂τ
= −R∗(q∗) (3.4)

and the residual is modified with the physical time derivative incorporated

R∗(q∗) = R(q∗) +
3q∗ − 4qn + qn−1

2∆t
(3.5)

The left hand side of Eq. (3.4) is driven to zero at each physical time step and the time
accuracy according to Eq. (3.3) is achieved when sufficient convergence is reached. An
m-stage Runge–Kutta scheme is used for time advancement in dual-time

q(0) = q(k)

q(k,m) = q(0) − αm
∆τ

δV
R∗(q(k,m−1))

...

q(k+1) = q(k,m)

(3.6)

where ∆τ is the pseudo-time step and αm is the coefficients according to the Runge-Kutta
scheme. Convergence is achieved after k + 1 inner-iterations, q(k+1) ≈ qn+1, usually after
the residual in Eq. (3.4) has dropped two to three orders of magnitude. A three-stage
RK scheme is used to solve the steady-state problem, where the coefficients with good
smoothing properties are given by [66]

α1 =
2

3
, α2 =

2

3
, α3 = 1 (3.7)

Note that the order of the daul-time stepping scheme with coefficients chosen as Eq. (3.7)
is first-order. However, this does not degrade the solution quality since since the RK
scheme, based on the local time step, is adopted to drive the solution converged to a
steady state at each physical time step. The convergence of the local time-stepping scheme
is further accelerated by using implicit residual smoothing and full-approximation storage
(FAS) multigrid [44].
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3.2 Spatial Discretization

The convective fluxes are discretized according to the second-order central skew-symmetric
energy preserving formulation of Kok [68], together with a Jameson-Schmidt-Turkel (JST)
artifical matrix dissipation [69, 70]

Fij = F̃ij(qL, qR)−Dij(q) (3.8)

where qL, qR are extrapolated face values according to a central scheme for reducing
dispersion errors [42], the subscripts L and R refer to the left and right states at the cell
face ij. Dij is the JST artificial viscosity term needed for numerical stability, since the
central skew-symmetric formulation by Kok does not provide any numerical dissipation
to the scheme.

The boundary conditions are implemented in a weak formulation, in which a set of
temporary flow variables are computed and used in the calculations of the boundary flux
added to the residual. The residual then updates all unknown variables including the
boundary values [71]. The viscous fluxes are discretized with a compact second-order
central scheme.

3.2.1 Numerical Dissipation

The artificial viscosity in Eq. (3.8) is given in the JST scheme [72, 69], which is constructed
as a blend of second- and fourth-order artificial dissipation according to

Dij(q) = |A|ij
h
ε
(2)
ij (qi − qj)− ε

(4)
ij (L(qi)− L(qj))

i
(3.9)

Here, |A|ij =
���∂F∂q

���
ij

is the convective flux Jacobian and L is the undivided Laplacian.

In the original "scalar dissipation" formulation of the JST-scheme, |A|ij is taken as
the spectral radius basd on the eigenvalues of |A|ij = |u| + c, where u and c are the

velocity and the speed of sound, respectively. The terms involving the parameters ε
(2)
ij and

ε
(4)
ij correspond to second- and fourth-order dissipation, respectively. The fourth-order

dissipation should be active in smooth regions of the flow in order to provide good
convergence to a steady state, but should vanish in the vicinity of shock waves as it
will produce oscillations. The second-order dissipation term can mitigate oscillations
and should be switched on by a sensor that can detected shock waves, as it will lead to
degraded accuracy if it is active elsewhere.

The scalar dissipation formulation of |A|ij provides good convergence properties for
steady simulations, usually in steady RANS simulations, but may add too much numerical
dissipation and dampen actual physical waves (for example resolved turbulence) in scale-
resolving simulations. In this thesis work, a matrix valued artificial dissipation formulation
is exploited, where the dissipation for each equation is scaled by the respective eigenvalue
of |A|ij . The convective flux Jacobian in Eq. (3.9) is computed and diagonalized according
to Langer [73]:

|A|ij = Rij |Λ|ijR−1
ij (3.10)
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where |Λ|ij is the diagonal eigenvalue matrix, Rij and R−1
ij are the left and right eigenvector

matrices, respectively, based on the conservative variables. The parameter ε
(4)
ij is taken as

the difference between a global constant κ(4) and ε
(2)
ij

ε
(4)
ij = max[0.0,κ(4) − ε

(2)
ij ] (3.11)

such that in presence of shocks the higher differences are switched off in order to prevent
oscillations. Typical values of κ(4) in Eq. (3.11) are in the range of 1/32 to 1/64 for
RANS applictations [73] in order to provide good convergence properties to a steady state
solution. However, as shown by Probst et al. [43] and Carlsson et al. [74], these values are
not suitable for scale-resolving simulations and will severely dissipate resolved turbulence.
LES of decaying grid turbulence and turbulent channel flow indicate that 1/512 to 1/1024
is a suitable range for κ(4) to allow a good trade off between convergence and numerical
accuracy in scale-resolving simulations.

The second order dissipation coefficient ε
(2)
ij is chosen as

ε
(2)
ij = min[κ(2) max(Ψi,Ψj), 0.5] (3.12)

where κ(2) is a constant and Ψi is a shock-capturing sensor. Note that the choice of
ε
(2)
ij = 1/2, ε(4)ij = 0 gives a pure first-order upwind scheme in Eq. 3.9, which motivates

the limit of 0.5 in Eq. (3.12).

Shock Capturing Methods

In the presence of shock waves, the flow solver should be able to distinguish discontinuities
in the flow field. The standard pressure-based sensor by Jameson [72]

Ψi =
|Pm0

k=1(p̃i − p̃k)|Pm0

k=1(p̃i + p̃k)
(3.13)

identifies regions with large pressure differences, e.g. shock waves, and returns a value
close to unity. The numerical scheme is then reduced to a first-order scheme through Eqs.
(3.12) and (3.9). This is necessary according to Godunov [75], since any monotonicity
preserving numerical scheme in the presence of shock waves can be at most first-order
accurate. For regions with a smooth but continuously varying flow field the sensor given
by Eq. (3.13) is usually switched off and the scheme follows the fourth-order dissipation
in Eq. (3.9).

A different sensor targeted for minimizing excessive dissipation in shock/turbulence
interaction in LES was proposed by Ducros [54]. The sensor is a modification to Jameson’s
sensor and is formulated by multiplying Ψ of Eq. (3.13) with a local function Φi defined
by

Φi =
(∇ · u)2

(∇ · u)2 + (∇× u)2 + ϵ
(3.14)

where ϵ is a numerical parameter included to avoid division by zero. The sensor includes
the dilation and rotation of the flow field. Thus, regions with resolved turbulence will
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reduce the added dissipation. The second-order dissipation is then reformulated as

ε
(2)
ij = min[κ(2) max(ΨiΦi,ΨjΦj), 0.5] (3.15)

It was shown to effectively distinguish between shocks and compressible turbulence [54].

Low-Mach-Number Preconditioning

Low speed preconditioning is often introduced in CFD solvers for compressible flows to
reduce the stiffness in the solution procedure for low speed flows with large disparity
between the speed of sound and the local velocity. The positive definite preconditioning
matrix P is based on Turkel’s preconditioning method [76], where it implemented, for
example, for the steady state Equations (3.4)

P−1 ∂q
∗

∂τ
+R∗(q∗) = 0 ⇔ ∂q∗

∂τ
+ PR∗(q∗) = 0 (3.16)

The preconditioning matrix multiplies the entire residual vector. It is noted that it
modifies the speed of sound into an artificial speed of sound close to the local velocity.
For time-accurate scale-resolving simulations of low speed flows it is crucial to introduce
low speed preconditioning to reduce numerical dissipation, see e.g. [74, 41].

3.2.2 Numerical Dispersion
The skew-symmetric energy preserving formulation deploys a particular discretization of
the convective terms in the mean flow equations such that good dispersion properties are
obtained. The averaged cell face values in the convective numerical flux are formulated as

F̃ij =




(ρu)ij
(ρuū+ p̄I)ij
(ρuẼ +fpu)ij


 =




1
2 (ρLuL + ρRuR)

1
2 (ρLuL + ρRuR)

1
2 (uL + uR) +

1
2 (pL + pR)I

1
2 (ρLuL + ρRuR)

h
1
2 (uLuR) +

CLCR

γ(γ−1)

i
+ 1

2 (uLpR + uRpL)




(3.17)
The reader is referred to [42, 68] for the particular choice of averaging ((·) and (̃·)) in
Eq. (3.17). For the conventional central flux the subscripts L, R are given by the nodal
values at node i and j, respectively. In the low-dispersion scheme by Löwe et al. [42], the
left and right face values of the velocity u and pressure p are extrapolated from the left
and right node values, respectively, by using the gradient of the variable in the nodes, i.e.

uL =ui + α∇ui · dij , uR = uj − α∇uj · dij

pL =pi + α∇pi · dij , pR = pj − α∇pj · dij

(3.18)

where dij is the distance vector between the two nodes. In this thesis work, the gradients
are evaluated with a Green-Gauss’ approximation, see Eq. (3.20), unless otherwise stated.
α is a parameter that can be chosen to reduce the dispersion error for a specific range of
wave numbers. Note that the the speed of sound and density is not extrapolated in the
original scheme, since the effects of extrapolation of these quantities are small as reported
by Löwe et al. [42]. However, this formulation was only evaluated for subsonic flow cases.
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For compressible flow cases involving shock waves, as shown Paper A, it is recommended
to extrapolate both density and speed of sound as well

ρL = ρi + α∇ρi · dij , ρR = ρj − α∇ρj · dij

cL = ci + α∇ci · dij , cR = cj − α∇cj · dij

(3.19)

in order to reduce the oscillations in presence of a normal shock, especially for the
temperature.

3.3 Gradient Reconstruction

Three different gradient reconstruction methods are outlined in this section. The first
two are conventional explicit gradient reconstruction methods widely used in CFD codes.
The third method is a new implicit gradient reconstruction method developed in Paper C
[77]. A summary of these methods is given below.

3.3.1 Explicit Gradient Reconstruction
The divergence theorem (or Green-Gauss) gradient scheme is a popular method for
discretizing the gradient operator in second-order accurate finite volume methods. On
unstructured grids the discrete version of the divergence theorem is applied to estimate
the nodal gradient of a function ϕ at node i according to

∇iϕ ≈ 1

δVi

niX

j=1

ϕijδSij (3.20)

where ϕij =
(ϕi+ϕj)

2 . The Green-Gauss gradient in Eq. (3.20) is second-order accurate on
structured grids but may lose accuracy on skewed and anisotropic unstructured grids.

A more robust method is the least squares based (LSQ) method, which is a technique
unrelated to the grid topology. The method relies on a stencil which identifies relevant
neighbouring points for use in the gradient reconstruction. A linear system is solved to
estimate the coefficients of a polynomial expansion around node i. Depending on the
number of neighbours included to estimate the coefficients of the polynomial expansion,
the resulting linear system may become over determined. The nodal gradients can be
approximated for an assumed second-order polynomial [78, 79, 80] as



wi1∆xi1 wi1∆yi1 wi1∆x2
i1 wi1∆xi1∆yi1 wi1∆y2i1

...
...

...
...

...
wij∆xij wij∆yij wij∆x2

ij wij∆xij∆yij wij∆y2ij
...

...
...

...
...

wiNb
∆xiNb

wiNb
∆yiNb

wiNb
∆x2

iNb
wiNb

∆xiNb
∆yiNb

wiNb
∆y2iNb







∂ϕ
∂x (xi)
∂ϕ
∂y (xi)

...


 =




wi1(ϕ(xi)− ϕ(x1))
...

wij(ϕ(xi)− ϕ(xj))
...

wiNb
(ϕ(xi)− ϕ(xNb

))




(3.21)
where ∆xij ,∆yij are distances between node i and a neighbouring node j and are given
as

∆xij = xi − xj , ∆yij = yi − yj (3.22)
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The explicit least-squares problem in Eq. (3.21) can be efficiently solved using QR-
factorization. In order to improve the condition number of the linear system, the weight
in Eq. (3.21) is usually computed using the inverse distance according to

wij =
1

dij
, dij =

q
(xi − xj)2 + (yi − yj)2 (3.23)

To increase the order and accuracy of the gradient reconstruction scheme in Eq. (3.21), one
can include neighbours to nearest neighbours. However, the compact formulation (by only
including nearest neighbours according to Fig. 3.1) is then lost and the implementations
on an unstructured grid may become increasingly complicated.

3.3.2 Implicit Gradient Reconstruction
In Paper C, a higher-order accurate gradient scheme is formulated to increase the recon-
structed gradient accuracy while still maintaining the compact stencil in Fig. 3.1. The
coefficients of a higher-order polynomial can be estimated by assuming knowledge of not
only the values but also the gradient values of the neighbouring nodes. In numerical
analysis this is referred to as Hermite interpolation. The coefficients of the polynomial are
estimated by summing over j nearest neighbours to node i. This leads to the following
set of equations, where the gradient values are implicitly connected:




∆xi1 ∆yi1 ∆x2
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...
...

...
...

...
. . .
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iNb

∆xiNb
∆yiNb

∆y2iNb
· · ·

1 0 2∆xi1 ∆yi1 0 · · ·
...

...
...

...
...

. . .
1 0 2∆xiNb

∆yiNb
0 · · ·

0 1 0 ∆xi1 2∆yi1 · · ·
...

...
...

...
...

. . .
0 1 0 ∆xiNb

2∆yiNb
· · ·






Li,x

∂ϕ
∂x (xi)

Li,y
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∂y (xi)
...


 =




ϕ(xi)− ϕ(x1)
...

ϕ(xi)− ϕ(xNb
)

Li,x
∂ϕ
∂x (x1)
...

Li,x
∂ϕ
∂x (xNb

)

Li,y
∂ϕ
∂y (x1)
...

Li,y
∂ϕ
∂y (xNb

)




(3.24)
In order to increase the robustness and the condition number of the gradient scheme in
Eq. (3.24), normalized distances are introduced according to

∆xij =
xj − xi

Li,x
, ∆yij =

yj − yi
Li,y

(3.25)

The choice of these factors are crucial to avoid growth of the condition number of the
reconstruction matrix with grid refinement [81]. Different formulations were investigated
in Paper C, the following factors showed robust performance on highly irregular and
anisotropic grids with high aspect-ratio:

Li,x = max
j

|xj − xi|, Li,y = max
j

|yj − yi| (3.26)

The local system of equations in Eq. (3.24) can effectively be solved using QR-factorization.
Coefficients that are connecting gradient values are collected at the left hand side and
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summed over the entire grid to form a global system of equations

P2D

"
∂ϕ
∂x
∂ϕ
∂y

#
= Q2D

�
ϕ
ϕ

�
(3.27)

which has to be solved every solution iteration.
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Chapter 4
Verification and Validation
This chapter summarizes the selected test cases used for calibration and evaluation of
the methods presented in Chapters 2 and 3. In relation to numerical schemes, gradient
reconstruction and scale-resolving modelling, the verification and validation conducted
are briefly highlighted with computations of relevant test cases. All simulations have
been performed with the unstructured compressible flow solver M-Edge, unless otherwise
stated.

4.1 Verification and Validation of Numerical Schemes

In this section, computations of several test cases are presented for the evaluation of the
performance of a proposed low-dispersive and low-dissipative numerical scheme adapted
for compressible flows, the LD2C scheme. The scheme has been further verified on the
basis of the LD2 scheme proposed by Probst et al. [43] and examined for incompressible
flows. The related numerical parameters for both schemes are shown in Table 4.1.

Table 4.1: Numerical parameters for the LD2 scheme and the LD2C scheme adapted
further to compressible flows.

Scheme κ(2) κ(4) αu, αp αρ, αc

LD2 0 1/1024 1/3 0
LD2C 5 1/512 1/3 1/3

The value of the shock capturing parameter κ(2) and the extrapolation parameter α in
Eqs. (3.18) and (3.19) in the compressible flow adapted scheme (denoted the LD2C scheme)
was established in a shock-tube case in Paper A. The turbulence-resolving properties of
the numerical scheme and calibration of the modeling constant CDES are investigated in
simulation of DIT in Section 4.1.1. The turbulence-resolving capabilities of the numerical
scheme in wall-bounded flows in subsonic and supersonic conditions are investigated in
Section 4.1.2 using IDDES. The LD2C scheme is further evaluated in hybrid RANS-LES
of the supersonic baseflow case in Section 4.1.3.

4.1.1 Decaying Isotropic Turbulence

To asses the scale-resolving properties of the numerical scheme for incompressible isotropic
turbulence using the LES mode of the SA (Eq. (2.20)) and SST (Eq. (2.28)) turbulence
models, the isotropic grid-generated turbulence measured by Comte-Bellot and Corssin
[82] is simulated as a temporal decay on an equidistant isotropic mesh.

The computational domain is a 2π × 2π × 2π cube discretized with N3 equal sized
Cartesian control volumes, using three different grid resolutions: N = {32, 64, 128}. The
initial velocity distribution with zero mean velocity is obtained from the experimental
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energy distribution for t̃ = 0 using an inverse Fourier transformation in a tool provided by
Prof. Strelets at St. Petersburg Technical University. The other thermodynamic variables
are initiated to uniform fields to simulate an initial turbulent Mach number of Mt = 0.1.

The turbulence modeling quantities are initialized as follows. The initial eddy viscosity
field is computed from the Smagorinsky model (2.34) using the initial flucutating field. The
SA-viscosity ν̃ is then computed iteratively using a Newton solver to fulfil νt = fv1ν̃. For
the SST-model, the specific dissipation is computed using the Bradshaw [83] assumption:
ω = S/

p
Cµ with Cµ = 0.09. The modeled kinetic energy k is then computed as k = νtω.

Periodic boundary conditions are applied in all directions. The computed results are
compared with the experiment by comparing the three dimensional spectrum at times
t̃ ∈ {0.87, 2.0}. The results on three different grids for SA-based and SST-based LES
modes are shown in Fig. 4.1 using the LD2C-scheme in Table 4.1. For this case low
Mach-number preconditioning is used but the shock capturing constant κ(2) is switched
off.
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(b) SST LES.

Figure 4.1: Decaying isotropic turbulence (DIT) using LES mode of hybrid RANS-LES
model. Compared with experiments [82] at non-dimensional times t̃ = 0.87 (□) and t̃ = 2.0
(△).

The modeling constant for the SA-based LES model is set to the standard value
CDES = 0.65 [7], where the presented spectra in Fig. 4.1a are in good agreement with the
experiment. Results for the SST-based LES model is shown in Fig. 4.1b. Here, the model
is run in its k− ε mode using the standard value CDES,k−ε = 0.61 [57]. The experimental
spectra is well captured on all three grids. The SST model was also run in its k − ω
mode with CDES,k−ω = 0.78 (not shown), giving nearly identical results as in Fig. 4.1b.
The results shown in Fig. 4.1 indicate that the LD2C scheme can accurately predict the
correct decay of isotropic turbulence without the need to recalibrate the standard values
of the modeling constant CDES for the underlying turbulence models.
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4.1.2 Fully Developed Channel Flow

Fully-developed turbulent channel flow is a a useful test case commonly employed for
examining the capabilities of resolving turbulence in wall-bounded flows. The test case is
employed for the implementation, examination and validation of the numerical scheme
and turbulence models using WRLES and the WMLES branch of IDDES. In order to
evaluate the methodology for aeronautical applications both subsonic and supersonic
conditions and a wide Reynolds number range of the fully-developed turbulent channel
flow are simulated.

The computational domain is a rectangular box of height 2δ (y), a length of 2πδ (x),
and a width of πδ (z), where δ is the half-channel height. Periodic boundary conditions
are applied in the streamwise and the spanwise directions. To replicate the same wall
boundary conditions as the reference DNS [84, 85], no-slip adiabatic conditions are applied
in the subsonic cases and no-slip isothermal conditions are applied in the supersonic cases.

To compensate for the lack of a pressure gradient ∂p/∂x driving the flow in the
streamwise direction, the flow is driven by a forcing term f , which enforces a specific
massflow through the channel in order to achieve a target Reynolds number based on the
bulk velocity Reb. The target bulk Reynolds number is chosen to satisfy a corresponding
Reynolds number based on the friction velocity Reτ , where the target Reτ is derived
from DNS results or correlations. Subsonic or supersonic conditions are controlled by
specifying the bulk Mach number Mb. The operating Reb, Reτ and Mb are defined as in
Coleman et al. [86]

Reb =
ρbubδ

µw

, Mb =
ub

cw
, Reτ =

ρwuτδ

µw

(4.1)

where µw is dynamic viscosity at the wall, cw is the speed of sound at the wall and
uτ =

p
τw/ρw is the friction velocity. Details on the computational arrangement of the

turbulent channel flow simulations are given in Table 4.2. Wall-resloved (WR) indicates
the WALE model given by Eq. (2.36) and wall-modeled (WM) indicates the WMLES
branch of IDDES, where both the SA and SST models are considered. WM-Compressible
(WMC) indicates that the case is supersonic.

Table 4.2: Summary of channel flow test cases and corresponding grid properties.

Case Reb Mb Reτ nx ny nz r ∆x+ ∆y+ ∆z+

WR-395 6875 0.15 395 81 97 97 1.1 31 0.37-20 13
WM-395 6875 0.15 395 64 75 64 1.14 40 0.47-38 20
WM-2400 52500 0.15 2400 64 102 64 1.14 239 0.45-219 120
WM-18000 483000 0.15 18000 64 132 64 1.14 1795 0.45-1697 898
WMC-500 7667 1.5 500 64 78 64 1.14 50 0.45-46 25
WMC-1015 17000 1.5 1015 64 90 64 1.14 101 0.47-97 51
WMC-1015F 17000 1.5 1015 128 118 128 1.11 50 0.5-40 25
WMC-5000 100000 1.5 5000 64 112 64 1.14 518 0.5-515 259
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Subsonic Channel Flow

The numerical settings according to the LD2-scheme (using low Mach number precon-
ditioning) in Table 4.1 are evaluated in the nearly incompressible subsonic regime. A
random initial velocity field is generated by imposing synthetic fluctuations (STG, see
Section 2.3.2) in a y − z plane in the middle of the channel for one convective time units
(CTU = δ/Ub). The flow is then allowed to develop for two CTU and then averaged over
ten CTU. Time averaged quantities are then averaged in the streamwise and and spanwise
directions.
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(a) Velocity profile, WR-395 and WM-395.
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Figure 4.2: Fully developed subsonic channel flow at different Reτ using WRLES and
Hybrid RANS-LES IDDES. Turbulence model sensitivity. Results compared with DNS [84]
and Reichardt’s law [87]. □ : u′u′+, △ : v′v′

+
, ▷: w′w′+, ⋄ : u′v′

+
from DNS data [84].

Figure 4.2 presents the mean velocity profile for the subsonic cases at different Reynolds
numbers and the total stresses (modeled plus resolved stresses) at Reτ = 395. Excellent
agreement with reference DNS [84] for the velocity profile (Fig. 4.2a) and the total stresses
(Fig. 4.2d) is achieved using the WALE model at Reτ = 395, where the peak of the
streamwise stress u′u′+ is very well captured. The velocity profile is slightly overpredicted
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for the case using IDDES, where the effect is largest for the SA model. The velocity
profile for the higher Reynolds number are in general well captured in comparison with
the correlation by Reichardt [87], where a small log-layer mismatched can be observed at
the RANS-LES interface (at around y+ ≈ 200 for Reτ = 2400 as shown in Fig. 4.2b and
y+ ≈ 2000 for Reτ = 18000 as shown in Fig. 4.2c).

Supersonic Channel Flow

In the supersonic channel flow simulations the bulk Mach number is set to Mb = 1.5.
No low Mach number preconditioning is used. In this case, both the LD2 and the
LD2C schemes are evaluated. The same meshing strategy, initialization of flow field
and averaging as in the incompressible cases are used. The Reynolds numbers for cases
WMC-500 and WMC-1015 in Table 4.2 are chosen according to the DNS data available
by Modesti et al. [85]. The Reynolds number for WMC-5000 was estimated using fully
developed RANS to establish the relation between Reb and Reτ , since no reference DNS
data was found by the author for this combination of higher Reynolds number and Mach
number. However, by using proper velocity profile transformation the accuracy of the
simulation can be estimated by using incompressible scaling laws.

As discussed by Coleman et al. [86], the so-called Van Driest transformation [88] can
be employed for supersonic boundary layers in accounting for mean property variations
in compressible turbulent wall-bounded flows. That means that the density weighted
velocity profile and Reynolds stresses

u+
vD =

Z u+

0

s
ρ

ρw
dũ+, u′

iu
′
j

+

vD
=

ρ

ρw
u′
iu

′
j

+
(4.2)

are expected to follow their incompressible counterparts.
Figure 4.3 presents the mean velocity profile for the cases WMC-500, WMC-1015 and

WMC-5000 and the total stresses WMC CMP-1015 using SST-IDDES. Details about the
grids used are given in Table 4.2. The results are similar to the subsonic case, the LD2
and LD2C schemes predicts the velocity profile very well in comparison to DNS data for
cases WMC-500 and WMC-1015 (Figs. 4.3a and 4.3b), which collapses onto Reichardt’s
incompressible scaling law. Thus, the good agreement for the LD2 and LD2C schemes
with the aforementioned law for the higher Reynolds number in WMC-5000 (Fig. 4.3c) is
considered accurate.

However, the Reynolds stresses shown in Fig. 4.4b are not captured as well as in the
incompressible case (Fig. 4.2d) for the LD2 and LD2C schemes using the same meshing
strategy. For example, the peak value of the streamwise normal stress u′u′+

vD is under
predicted in comparison to the DNS result. In order to investigate the grid sensitivity,
a finer grid is generated (see WMC-1015F in Table 4.2) with doubled grid resolution in
the streamwise and spanwise directions, and a slightly finer resolution in the wall normal
direction (r = 1.11). As shown in Figs. 4.4a and 4.4b, both the prediction of the velocity
profile and the Reynolds stresses are improved.
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(a) Velocity profile, WMC-500.
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Figure 4.3: Fully developed supersonic channel flow at different Reτ using Hybrid RANS-
LES SST-IDDES. Results compared with DNS [85] and Reichardt’s law [87]. □ : u′u′+

vD,
△ : v′v′

+

vD, ▷: w′w′+
vD, ⋄ : u′v′

+

vD from DNS data [85].

4.1.3 Supersonic Baseflow

A supersonic flow downstream of a blunt-based cylinder is characterized by expansion
waves triggered by the sharp turn of the flow over the base corner. A separation bubble
with a low pressure recirculation region contained by a shear layer is formed behind the
base. The shear layer undergoes recompression and reattaches at the downstream end of
the separation bubble along the symmetry axis. Due to the recompression, a shock wave
is formed. A visualisation of the computational domain and the flow field is shown in
Fig. 4.5. This kind of flow is commonly found behind high-speed projectiles, and the low
pressure region behind the base can cause drag which can be a major part of the total
drag. Thus, the modelling needs to be able to accurately predict the base pressure, along
with other relevant properties such as the size of the recirculation bubble and turbulent
properties subject to strong compressibilty effects. For this flow, experimental data are
available from the study by Herrin and Dutton [89]. This test case was chosen to evaluate
the LD2C scheme in a flow with strong turbulence/shock-wave interaction.
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Figure 4.4: Fully developed supersonic channel flow for cases WMC-1015 (G1) WMC-
1015F (G2) using Hybrid RANS-LES SST-IDDES. Results compared with DNS [85] and
Reichardt’s law [87]. □ : u′u′+

vD, △ : v′v′
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vD from DNS data [85].

Figure 4.5: Supersonic base flow. Illustration of computational domain (left) and visual-
ization of flow field in the near wake of the cylinder (right). Simulation results acquired
using LD2C on the finest grid.

Table 4.3: Summary of supersonic base flow grid properties. Nθ indicates number of cells
used in the azimuthal direction.

Grid Ncells Nθ Type
G1 1.82 ·106 128 Baseline
G2 2.06 ·106 96 Refined shear layer
G3 8.51 ·106 176 Refined shear layer/wake region

The flow includes a trailing wake of a circular cylinder with adiabatic walls aligned with
a uniform supersonic flow, with a free stream Mach number of M∞ = 2.46. The Reynolds
number based on the free stream velocity U∞, base radius R and free stream viscosity
ν is set to ReR = 1.632 · 106. Three different grids are considered. A baseline grid with

39



Ncells = 1.82× 106 cells (G1) is used, which was designed by FOI in the DESider project
[90]. Two new grids were generated1, a grid with improved resolution in the shear layer
consisting of Ncells = 2.06× 106 cells (G2), which was designed to match the resolution
used in Guseva et al. [91]. The third grid considered contains Ncells = 8.51× 106 cells
(G3), where several cells in the axial and radial directions have also been added in the
recirculation region downstream the base.

The simulations are performed using the SA-DDES, where the length scale ∆ = ∆SLA

(see Eqs. (2.39) and (2.41)) is chosen in order to trigger an early development of resolved
fluctuation in the separated shear layer. A time step of ∆t = 0.018R/U∞ is used in the
computation. After 10000 time steps, the flow is averaged for 20000 time steps. However,
it is observed that the mean flow is still slightly asymmetric after time averaging, which
is diminished by further averaging the solution in the azimuthal direction.
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Figure 4.6: Supersonic base flow using Hybrid RANS-LES SA-DDES. Results compared
with experiment [89].

Time- and azimuth-averaged flow properties are shown in Fig. 4.6. The base pressure

1The grids G2 and G3 were generated using G3D::Mesh with the help of fellow PhD-student Gonzalo
Montero Villar. The help is much appreciated.
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is presented in Fig. 4.6a, where the experimental results yield a relatively flat profile
around Cp = −0.102. The simulations show radial variations along the base and in general
an under predicted base pressure coefficient. However, a wavy base pressure profile and
in general lower base pressure values are also observed in the works of Simone et al. [92]
and Guseva et al. [91].

The previous trends can be explained by investigating the behavior of the centerline
streamwise velocity component in Fig 4.6b. The simulations predicts the reattachment
point fairly well (x/R ≈ 2.9 on G1 x/R ≈ 2.7 on G2 and G3) as compared to the
experimental value x/R = 2.67. On the other hand, the reverse flow inside the recirculation
region is in general over predicted, which gives rise to the under predicted base pressure
levels in Fig. 4.6a. Figures 4.6c and 4.6d present a comparison of the predicted and
measured fields of turbulent shear stresses at locations x/R = 1.57 and x/R = 2.52
downstream of the cylinder base, respectively. The shear stress magnitude is slightly
under predicted on the coarsest grid G1 at x/R = 1.57 but is in very good agreement on
the finer grids G2 and G3.

4.2 Verification of Gradient Reconstruction

A new method for gradient reconstruction is presented in Paper C. In order to assess the
order of accuracy and robustness of the least-squares gradient reconstruction methods
given in Section 3.3, the numerical gradient of a known smooth test function is compared
to its analytical value on consecutively refined meshes [93, 94]. The function is evaluated
for each interior node through several refinement levels for a set of different unstructured,
isotropic and high-aspect-ratio grids. The L1 and L2 errors in the resulting numerical
gradient are calculated as

L1 =

PN
i |∇ϕi,num −∇ϕi,ana|

N
, L2 =

 PN
i |∇ϕi,num −∇ϕi,ana|2

N

!1/2

(4.3)

where N is the number of nodes, ∇ϕi,num and ∇ϕi,ana are the numerical and analytical
gradients, respectively. The reconstruction schemes are implemented in a stand alone
MATLAB script.

The implicit least squares (ILSQ) scheme detailed in Section 3.3.2 is evaluated assuming
a fourth-order polynomial order. Since the accuracy of interior nodes is the scope in this
thesis, it is assumed that the gradient values at the boundary are known. The compact
implicit gradient scheme is compared to the standard distance weighted explicit LSQ
(ELSQ) gradient reconstruction scheme given by Eq. (3.21). We consider only connecting
neighbours in the LSQ formulation according to Fig. 3.1. This limits the ELSQ schemes
to maximum second-order schemes. The test function for the first case is given by:

f(x, y) = sin(πx) sin(πy) (4.4)

The function in Eq. (4.4) is evaluated on a rectangular domain given by [0, 1] × [0, 1]
shown in Fig. 4.7a and is discretized using mixed elements (quadrilaterals and triangles).
Note that vertices of the elements are randomly perturbed in order to fully remove any
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structure in the grid. This is done in order to remove any favorable cancellation of
higher-order error terms.

(a) Function values and grid.
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Figure 4.7: Gradient reconstruction of an analytical function. Mixed elements on isotropic
domain size.

The order of convergence of the error is shown in Fig. 4.7b. The ILSQ scheme
yields a robust fourth-order accuracy in the L1 and L2 error norms using a compact
stencil, and indicates that the ILSQ gradient reconstruction formulation is insensitive to
grids with mixed quadrilaterals and triangles. The ELSQ scheme attains its prescribed
second-order scaling using the same compact stencil. In order to evaluate the performance
of the gradient reconstruction methods on highly stretched grids, a different problem is
considered. The test function is given by:

f(x, y) = sin(πx) sin(4000πy) (4.5)

Equation (4.5) is evaluated on a rectangular domain given by [0, 1]× [0, 0.0005]. Using
this domain size, elements with aspect-ratio of 2000 is considered. This setup models a
typical boundary layer problem [94], where the solution variation is predominant in the
direction of small grid spacing and an anisotropic grid is specifically tailored to represent
the solution anisotropy. The computational domain and the test function are presented
in Fig. 4.8. The same mixed element discretization is used as in the previous case.

The order of convergence of the L1 and L2 error norms are shown in Fig. 4.8b. Both
methods yield the prescribed accuracy, the ILSQ shows fourth-order convergence and
the ELSQ scheme shows second-order convergence. Note that the error levels are higher
compared to the case with the isotropic domain size in Fig. 4.7. This is due to the
resulting error of the gradient in the direction of the anisotropic scaling being much higher
than in the other direction with no stretching. Nevertheless, the ILSQ scheme shows the
correct fourth-order scaling on both test cases and are several orders of magnitude more
accurate than the standard ELSQ scheme. For example, to reach a similar order of error,
the standard ELSQ scheme need to use a discretization of approximately 2.5 · 104 nodes
compared to 3.0 · 102 nodes used by the ILSQ scheme.
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(a) Function values and grid.
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Figure 4.8: Gradient reconstruction of an analytical function. Mixed elements on highly
anisotropic domain size. Aspect ratio AR = 2000.

4.3 Examination of Turbulence Injection Methods

This section evaluates the performance of the zonal hybrid RANS-LES approach outlined
in Section 2.3.2. The purpose of this section is to assess the injection methods (M1-M3)
used in combination with the SEM and STG synthetic turbulence methods. The zonal
methodology is evaluated in a hybrid RANS-LES of the spatially developing zero-pressure-
gradient (ZPG) turbulent boundary layer. This test case was evaluated in Paper B, where
the developing turbulent channel flow at Reτ = 5200 was also evaluated.

4.3.1 Spatially Developing Boundary Layer Flow
Simulations of spatially developing boundary layers are essential in the aeronautical
industry in order to achieve accurate predictions of aircraft drag. The spatially developing
zero-pressure-gradient (ZPG) turbulent boundary layer over a smooth flat plate is therefore
simulated using the SA-IDDES with a prescribed wall-normal RANS-LES interface (see
Fig. 2.1) located inside the boundary layer. A RANS region is prescribed by forcing
lIDDES = lRANS in Eq. (2.44) between 0 ≤ x/δ0 ≤ 4, and an embedded interface is
prescribed at x/δ0 = 4, where δ0 is the initial boundary layer thickness. Downstream of
this interface, the IDDES length scale in Eq. (2.44) is unmodified. Synthetic turbulent
fluctuations and an eddy viscosity treatment for the SA-model described in Paper B are
imposed at the embedded interface in order to obtain a rapid development of downstream
turbulence-resolving LES flow.

The Reynolds number range covered by the simulation is approximately 3000 ≤ Reθ ≤
6000, where θ is the momentum thickness computed according to

Reθ =
U0θ

ν
, θ =

Z δ

0

u

U0

�
1− u

U0

�
dy (4.6)

where U0 is the free stream velocity and ν is the dynamic viscosity. The Mach number
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based on the free stream velocity is M0 = 0.2. Profiles of u, v and νt from a precursor
RANS simulation using the SA model are prescribed at the inlet boundary. Adiabatic
conditions are applied at the bottom wall boundary and characteristic Riemann boundary
conditions is applied at the top and outlet boundaries. Periodic boundary conditions are
applied in the spanwise direction.

The grid used for the simulation is designed by Onera and used in the EU-FP7
Go4Hybrid [95], the Garteur AG54 projects and in Deck et al. [96]. The dimensions of the
computational domain in the streamwise, spanwise and in the wall-normal directions are,
respectively, Lx = 113δ0, Lz = 5δ0 and Ly = 52δ0. Note that for x/δ0 > 77, grid cells
are stretched in the streamwise direction in order to progressively damp the turbulent
fluctuations. This procedure is common to ensure that the domain of interest is free from
wave reflections from the outlet. Details about the grid used are given in Table 4.4.

Table 4.4: Grid parameters of the ZPG turbulent boundary layer. Reθ0 and Reτ0 are
computed with the initial boundary layer thickness δ0.

Reθ0 Reτ0 M∞ nx ny nz ∆x+ ∆y+min ∆z+

3030 1065 0.2 587 127 103 100-200 2 50

The injection methods M1-M3 (see Section 2.3.2) are assessed by imposing synthetic
fluctuations from either the STG given by Eq. (2.58) or the SEM given by Eq. (2.50)
at the wall-normal RANS-LES interface. The fluctuations are scaled with the Cholesky
tensor given by Eq. (2.66), where the Reynolds stress tensor is taken as the RANS stresses
from a precursor RANS simulation.
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Figure 4.9: Developing turbulent boundary layer at Reθ = 3030 using Hybrid RANS-
LES SA-IDDES. Synthetic turbulence model and turbulence injection method sensitivity.
Results compared with Coles-Fernholz correlation [97]. Prescribed wall-normal RANS-LES
interface is located at x̃/δ0 = 0.

Figure 4.9 shows the resulting skin friction coefficient in comparison with the Coles-
Fernholz correlation [97]. It can be concluded that the proposed method M3, which is
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the combination of M1 and M2, performs best for both the SEM and STG. The initial
sudden decrease of the skin friction coefficient is characteristic for the SEM, but this
effect seems to be mitigated by using method M3. On the other hand, the initial skin
friction is over predicted for the STG in combination with M3, but the correct asymptotic
behavior is reached quicker compared to M1 and M2. The correct trend of M3 is reached
after roughly 5δ0 when using either the SEM or the STG, a clear improvement compared
to M1 and M2. However, it is important to highlight that all simulations are within a
5% margin after 10δ0 from the reference correlation, and give a correct decay of the skin
friction further downstream in the boundary layer, as shown in Fig. 4.9.

The difference between the methods with respect to the mean velocity profile and
resolved stresses measured at Reθ = 4060 are very small and yield similar small deviation
from DNS [98], as shown in Figs. 4.10a and 4.10b. Here, only the results are shown for
the STG, the results for the SEM are very similar.
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Figure 4.10: Developing turbulent boundary layer using Hybrid RANS-LES SA-IDDES.
Synthetic turbulence model and turbulence injection method sensitivity. Profiles are
measured at at Reθ = 4060 and compared with DNS data [98]: □ : u′u′+, △ : v′v′

+
,

▷: w′w′+, ⋄ : u′v′
+
.

4.4 Verification of Seamless GAM Methodology

This section reports results from Paper D, which evaluate the proposed seamless Grey-Area
Mitigation (GAM) methodology outlined in Section 2.3.3. The seamless methodology is
evaluated for a mixing shear layer flow case using hybrid RANS-LES. Additional results
of flow over a wall-mounted hump (Hump flow) is presented in Paper D. A baseline
formulation is considered, the k − ω SST DDES model (Eqs.(2.28) and (2.41)) using the
filter width ∆ = ∆̃ω. The length scale based commutation term (CT) is implemented as a
source term in the k and ω equations through Eq. (2.71). The contribution to the resolved
Eqs.(2.11) - (2.13) is implemented as a modified eddy viscosity µ∗

t (see Eq. (2.73)), which
replaces µt in Eq. (2.18). In addition to the length scale based commutation term, the
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σ-DDES model by Mocket et al. [99] is evaluated in combination with the commutation
term or as a stand-alone GAM methodology.

4.4.1 Mixing Shear Layer Flow
Mixing layer flows and free shear flows are often encountered in aeronautical applications,
for example jet flows and flows downstream of aircraft wings after the trailing edge.
The free shear layer flow evaluated in this Section was investigated experimentally by
Delville [100]. The computational domain includes a very thin flat plate, with turbulent
boundary layers on each side. A mixing layer is formed in the region downstream of the
flat plate trailing edge. The experimental boundary layer properties at the trailing edge
are presented in Table 4.5.

Table 4.5: Flow parameters of mixing-layer case. Data from experiment [100].

Measure Notation High vel. BL Low vel. BL
Velocity U∞ 41.54 m/s 22.40 m/s
Thickness δ 9.6 mm 6.3 mm
Displ. thick. δ1 1.4 mm 1.0 mm
Mom. thick. θ 1.0 mm 0.73 mm
Shape factor H 1.35 1.37
Re based on θ Reθ 2900 1200
Turbulence level u′/U∞ ∼ 0.3 % ∼ 0.3 %
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Figure 4.11: Mixing shear layer flow using Hybrid RANS-LES SST-DDES. Commutation
term is indicated by CT. Results compared with experiment [100].

The focus region, i.e. the region from the flat plate trailing edge at x = 0 to x = 1 m,
is meshed with (nx, ny, nz) = (640, 196, 96) cells. The grid is equidistant in the streamwise
x-direction and spanwise z-direction, ∆x = ∆z = 1.5625 mm. The total number of
hexahedral grid cells are 13.7 million. A timestep of ∆t = 2.5× 10−5 seconds is used. The
upstream boundary layers are treated in RANS mode and the DDES model automatically
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switches to LES after the trailing edge. The growth of the mixing layer, the vorticity
thickness, computed as

δω =
Ua − Ub

(∂U/∂y)y=0
(4.7)

is presented in Fig. 4.11a. The baseline case clearly underpredicts the growth of the shear
layer. By applying the the commutation term, the σ-DDES model or a combination
of those gives improved results, where the agreement with the experimental result is
significantly improved for after x > 0.2 m. The maximum eddy viscosity at the initial
part of the shear layer is shown in Fig. 4.11b. The effect of the commutation term is
large, where the eddy viscosity is rapidly reduced. Without the commutation term, such a
reduction is relatively slow. The lower eddy viscosity levels contributes to a rapid growth
of resolved turbulence, which is visualised in Fig. 4.12. As shown, the resolved shear
stress is better predicted at station x = 0.2 m, where the prediction incorporating both
the commutation terms combined with σ-DDES gives the best result.
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Figure 4.12: Mixing shear layer flow using Hybrid RANS-LES SST-DDES. Commutation
term is indicated by CT. Resolved shear stress at locations x = 0.2 m (left), x = 0.65 m
(middle) and x = 0.95 m (right). Results compared with experiment [100].

47



48



Chapter 5

Summary of Papers

The main contribution and the major work done for each paper appended in the thesis
are presented in this chapter. Comments are given to highlight possible improvement and
future work.

5.1 Paper A

"Investigation of Low-dissipation Low-dispersion Schemes for Incompressible and Com-
pressible Flows in Scale-Resolving Simulations"

In Paper A, a numerical scheme suitable for unstructured grids was investigated and
developed. The numerical scheme is an essential part of a CFD code and will determine
the capabilities of resolving the turbulent scales in the LES mode of hybrid RANS-LES. A
low-dispersive, low-dissipative (LD2) scheme developed by Löwe et al. [42] and Probst et
al. [43] was found suitable, since the scheme requires little modification to the second-order
scalar valued Jameson-Schmidt-Turkel (JST) scheme already present in M-Edge. The
scheme exploits a matrix valued dissipation operator to reduce the added numerical
dissipation while maintaining numerical stability. Numerical dispersion is reduced and
controlled by using higher order central reconstruction of the face values, using the local
nodal gradients on each side of the cell face.

The work in Paper A is a continuation of the work in Carlsson et al. [74], in which
the numerical scheme was evaluated in incompressible LES of the turbulent channel flow
at Reτ = 395 and decaying isotropic turbulence (DIT). In Paper A, the LD2 scheme
was examined and modified for compressible flow cases involving shock discontinuities,
LD2-Compressible (LD2C), and verified in a shock-tube problem. The scheme was then
further verified in hybrid RANS-LES of DIT, and the turbulent channel flow for a wide
range of Reynolds numbers in both subsonic and supersonic conditions. It is reported
that the LD2C scheme can accurately predict the correct decay of the turbulent energy
spectrum in DIT and the mean velocity profile and turbulent stresses in the turbulent
channel flow cases.

Moreover, a supersonic base flow was simulated using hybrid RANS-LES. The LD2C
scheme exploits a shock sensor incorporating vorticity and was shown to improve the
prediction of the resolved shear stress in the shear layer of compression in comparison
with the conventional scheme. However, the predicted base pressure was shown to be
underestimated in comparison with experiments, which was also reported in the works by
Simone et al. [92] and Guseva et al. [91]. This was caused by an overprediction of the
back flow inside the recirculation bubble.
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5.2 Paper B

"Turbulence Injection Methods at RANS-LES Interfaces or Inlets for Scale-Resolving
Simulations"

The purpose of Paper B was to develop and demonstrate a methodology for inject-
ing synthetic turbulence in a fully coupled embedded hybrid RANS-LES. Three different
methods for imposing velocity fluctuations in a compressible finite-volume solver were
evaluated for zonal hybrid RANS-LES applications using the SA-IDDES model. The
methods were derived from an expansion of the governing equations, resulting in addi-
tional source terms stemming from the time derivative, the convective operator and a
combination thereof. Additionally, following the work by Hamba [20], a commutation term
was derived for the convection term in the SA turbulence model in order rapidly reduce
the turbulent viscosity across the RANS-LES interface. The three injection methods
and the commutation term was verified in embedded RANS-LES using SA-IDDES in a
turbulent channel flow at Reτ = 5200 and zero-pressure-gradient boundary layer flow at
Reθ ≥ 3000, where the synthetic fluctuations were computed according to the Synthetic
Turbulence Generator (STG) formulation by Shur et al. [28].

It is reported that the commutation term is able to effectively reduce the upstream
RANS levels of turbulent viscosity to LES levels of turbulent viscosity across the embedded
interface for both considered cases. The transition occurs over a distance much shorter
than δ, where δ is the channel half width or the local boundary layer thickness. The
formulation is expressed as a source term, and is free from model dependent parameters.

It is concluded that all the three injection methods perform very well for the turbulent
channel flow case, and are able to reproduce reference simulation friction velocity (within a
5% margin) within 1δ downstream from the interface. In the simulations of the boundary
layer flow, the discrepancy between the different injection methods are relatively large.
The shortest recovery length with a well predicted skin friction level is produced by the
combined approach. The other two approaches yield similar recovery lengths, considerably
longer compared to the combined approach. However, all the simulations that are presented
predict a skin friction distribution within 5% compared to the Coles-Fernholz correlation,
which is used as a reference. Good agreement with DNS data further downstream is
achieved for all simulation, with respect to mean velocity profile and resolved Reynolds
stresses.

5.3 Paper C

"Higher-Order Gradients on Unstructured Meshes Using Compact Formulation for Node-
Centered Schemes"

In Paper C, a new approach for gradient computations on node-centered unstructured
grids was introduced. This was done in order to improve the numerical scheme in Paper
A, which use nodal gradient for reconstructing the cell face values in the convective flux
computations. The proposed approach derives a gradient algorithm from a least squares
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(LSQ) approximation, where a local equation system is solved to introduce connectivity
between neighbouring nodes. The resulting scheme forms a globally coupled linear system
of equations for the gradients. The implicit LSQ (ILSQ) allows a higher-order gradient
reconstruction using a compact formulation, i.e. using only nearest neighbours. This may
greatly simplify implementations of higher-order schemes in unstructured CFD codes.

The ILSQ scheme was assessed in the capability of reconstructing the gradient of a
known analytical function, and was implemented in a standalone MATLAB script. It
is reported that the ILSQ scheme shows a fourth-order scaling on all grids considered,
including highly irregular quadrilateral grids, triangular grids, mixed element grids and
high-aspect-ratio grids (AR = 2000). Using the same compact stencil, it is shown that
a standard distance weighted explicit LSQ (ELSQ) can at most achieve a second-order
scaling.

Comments
The new gradient-reconstruction algorithm in Paper C considers only interior nodes and
it was assumed that the gradient was known on the boundaries, i.e. a Neumann boundary
condition. The proposed gradient scheme needs to be closed with a suitable boundary
condition for cases when the gradient is unknown, e.g. a Dirichlet boundary condition, in
order to maintain the fourth-order accuracy and be applicable for general CFD purposes.

While the overall accuracy of the numerical scheme in Paper A may be improved
using the new gradient reconstruction scheme, a higher-order evaluation of the surface
integral in the flux evaluation needs to be considered in order to raise the overall order of
accuracy of a finite-volume scheme, as is shown by Gooch [93]. This can e.g. be achieved
by using additional quadrature points in the surface integral [93] or an iterative k-exact
reconstruction strategy by Setzwein et al. [101].

5.4 Paper D

"Seamless Interface Methods for Grey-Area Mitigation in Scale-Resolving Hybrid RANS-
LES"

A new Grey-Area Mitigation (GAM) method was proposed in Paper D. A commu-
tation residue term formulation by Girimaji and Wallin [21] for PANS modeling was
further expanded to DES-type modeling aiming for a more rapid transition between
modeled and resolved turbulent scales in the vicinity of a RANS-LES interface. The
proposed GAM method, aiming to mitigate the grey area over the RANS-LES interface,
is based on a commutation term stemming from the variation of the local hybrid length
scale. Furthermore, a sub-grid model enabling to reduce the eddy viscosity in a shear
layer, the σ-DDES model by Mocket et al [99], was also evaluated. Both methods require
no additional manipulation of, or explicitly defining, the RANS-LES interface and are
applied in a global manner.

Paper D reports hybrid RANS-LES computations undertaken in the verification of
GAM formulations incorporated into the SST DDES model. Two test cases, namely, the
flow over a wall-mounted hump and a mixing shear layer was computed. It was shown
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that the effect of both the commutation term and the σ −DDES model improve the
results for the mixing shear layer and are able to trigger a rapid transition of modeled to
resolved turbulence. This indicated improved predictions of both vorticity thickness and
resolved shear stress. The effect of commutation term and the σ −DDES model is less
pronounced for the hump flow, however, where the recovery of the skin friction coefficient
is only slightly better predicted.

Comments
The commutation term presented in Paper D effectively reduces the modeled kinetic
energy and eddy viscosity further in the vicinity of a RANS-LES interface. We believe
that this is necessary but not enough, and synthetic turbulence could be added to further
mitigate the grey area in flow cases where resolved fluctuations are not triggered by
strong shear. The commutation term, which is a measure of the energy transfer between
the modeled and resolved scales, can be used to scale the intensity of the synthetic
fluctuations. The Anisotropic Linear Forcing (ALF) method by de Laage de Meux et al.
[102] offers an interesting combination with the commutation term, due to its relatively
small computational overhead, which is necessary since the commutation term is computed
in the entire computational domain, and that it requires no explicit RANS-LES interface
to be defined.

5.5 Paper E

"Implementation of Nonreflecting Inlet and Outlet Boundary Conditions in the Subsonic
Regime for a Node-Based Compressible Solver"

With the experience gained from the work in Paper B, it was concluded that synthetic
turbulent fluctuations may produce spurious pressure reflections in the vicinity of inlet
or outlet boundaries. This is caused by an improper treatment of the incoming and
outgoing characteristic waves at truncated computational domains, which is not accounted
for in standard inlet/outlet boundary conditions. Paper E presents a survey on the
implementation of the Navier-Stokes characteristic boundary conditions (NSCBC) by Lele
et al. [103]. Special attention paid to node-centered finite volume schemes, with the aim
to mitigate the reflected waves from the boundaries. Two different implementations were
investigated of the NSCBC, the first sets the primitive variables at the boundary from
the NSCBC equations, the other implements the NSCBC as a source term. The NSCBC
implementations were compared to conventional boundary conditions.

A subsonic inlet was tested to evaluate the boundary conditions in their capability to
inject an analytical isentropic vortex. The boundary conditions was verified in examining
how well the analytical solution is preserved. A Dirichlet boundary condition was capable
of injecting the vortex with minimal distortion and give accurate results. The strong
implementation of setting the primitive variables at the boundary was capable of injecting
the vortex, although significant checkerboard pattern is observed in the pressure. The
source term implementation failed to inject the vortex in a reasonable form unless a high
value of a penalty parameter σ is chosen. The value had to be chosen much larger than
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the recommended value (50 vs. 0.25), although a zero value of this parameter has been
reported in the literature to give satisfactory results.

A subsonic outlet was evaluated to assess the boundary conditions of their capability
of transporting out an analytical vortex through the exit boundary. No reflections and
minimal distortion of the vortex condition is expected. The NSCBC was compared to a
conventional outlet condition with a static pressure specified. The static pressure outlet
condition is reflective, and reflection in the pressure field is observed. The source term
implementation of the NSCBC gives the best result with minimal reflections observed.
The strong implementation of setting the primitive variables manages to transport out
the vortex with checkerboard pattern observed.
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Chapter 6
Conclusions and Outlook
The thesis work has dedicated to improvements of modelling and simulation methodologies
for robust use in scale-resolving computations of turbulent flows of industry relevance.
These concern of developing and examining both improved modelling approaches and
feasible modelling-related numerical issues.

6.1 Concluding Remarks

A low-dissipative low-dispersive scheme (LD2) by Löwe et al. has been investigated in in
order to reduce the dissipative and dispersive numerical errors connected to the convective
term. The scheme controls added artificial dissipation through a matrix dissipation
operator and is adapted to low speed flows with a low Mach number preconditioner.
The scheme exploits a higher order central reconstruction of the face fluxes to reduce
the dispersive numerical error. In Paper A, the numerical scheme was applied in hybrid
RANS-LES of turbulent channel flow and the decaying isotropic turbulence (DIT) for
calibration purposes. The scheme was then further adopted to and assessed in compressible
flows involving shock waves, such a shock tube case. Additional hybrid RANS-LES of
supersonic flow over a cylindrical base further verifies the scheme and give good agreement
with reference data.

A sensitivity study on the implementation of the Synthetic-Eddy Method (SEM)
and the Synthetic Turbulence Generator (STG), to inject synthetic turbulence at the
RANS-LES interface in order to mitigate the grey-area problem in the LES region has
been made. Three methods have been implemented in Paper B, where the synthetic
turbulent fluctuations is numerically represented by means of, respectively, a volumetric
source term or a virtual flux term, or the combination of both methods, where the three
methods were implemented through imposing the fluctuations (in the form of a source
term) at the inlet boundary or in a plane further downstream of the inlet boundary. The
methods have been verified in hybrid RANS-LES of developing turbulent channel flow
and developing boundary layer.

In Paper C, an implicit least squares gradient (ILSQ) reconstruction scheme with a
compact formulation has been derived. A detailed study of two-dimensional gradient
calculation for node-centered unstructured data on regular and highly irregular grids
has been made. Compared to a standard compact LSQ scheme, which uses only nearest
neighbours in the stencil, the implicit scheme also includes information from neighbouring
gradients, leading to a linear system to be solved. This allows the assumed polynomial
or Taylor expansion in the least squares approach to be of higher order. In this study, a
third-order polynomial is assumed for the ILSQ scheme. The ILSQ shows a fourth-order
scaling on highly irregular mixed-element grids (quadrilaterals and triangles) with large
variation in number of nearest neighbours.

In Paper D, a new seamless hybrid RANS-LES approach was derived and evaluated
for free shear layer flows. The method exploits the commutation error at RANS-LES
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interfaces, where a commutation error term based on the hybrid length-scale is applied to
reduce the grey-area in the vicinity of the RANS-LES interface. Improved results with
respect to experiment is achieved in hybrid RANS-LES of the mixing shear layer flow.

The Navier-Stokes characteristic boundary conditions (NSCBC) has been implemented
in Paper E and evaluated in order to reduce numerical and physical wave reflections from
simulation boundaries. The implementation was assessed by the transport of an analytical
vortex in the subsonic regime. The current implementation of the boundary condition
give satisfactory results for a subsonic outlet, where the vortex is effectively transported
with minimal reflections. For a subsonic inlet, the implementation deviates from results
reported in the literature and will be further examined.

The numerical scheme, the synthetic turbulence generator, and the characteristic
boundary conditions were implemented and evaluated in M-Edge, a node-centered second-
order unstructured compressible finite-volume Navier-Stokes solver. The new gradients
scheme was implemented in a stand-alone script, where an implementation of the gradient
scheme in the aforementioned flow solver is planned.

6.2 Outlook

The work presented in this thesis and in the appended papers is by no means considered
the end of research effort dedicated to these topics. The numerical scheme will be further
assessed and improved in verification and validation of additional hybrid RANS-LES
flow cases. The performance of the numerical scheme will be examined and evaluated on
true unstructured grids, i.e. grids containing mixed elements of hexahedra, prisms and
tetrahedrons, which often is encountered in industrial applications of complex aeronautical
flow cases.

The implementation of the characteristic boundary conditions will be further explored.
A combination of the synthetic turbulent inlet boundary condition and the characteristic
boundary condition is of special interest. The ability to inject synthetic turbulence while
not producing unphysical pressure waves and reflections will be examined.

The current study of the new gradient-reconstruction algorithm is planned to be
followed up by an implementation in the M-Edge flow solver, where the accuracy, feasibility
and robustness will be further evaluated on relevant flow cases. The gradient scheme will
be extended to three dimensions and applied to scale-resolving simulations for hybrid
RANS-LES applications.
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