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Abstract

Large-eddy simulation of natural convection boundary layer along a constant temperature vertical cylinder is studied and the results
are compared with experimental data. The highest local Grashof number is Grz = 5 · 1011. Although there are some discrepancies
between the results in the region close to the wall, there is qualitative agreement between them. Mean values of the temperature near
the wall show that the conventional law of the wall is valid in this case. However, the region where hv+i = r+, is much smaller than that
of forced convection. With respect to turbulence production, the near-wall behavior of turbulent shear stress and normal stresses are
investigated and compared with the experimental results. The existence of a negative shear stress region close to the wall in the simula-
tions is confirmed and its influence on stream-wise normal stress is shown. The integral form of the momentum equation suggests that the
buoyancy balances the combination of the turbulent stresses and the viscous term. The existence of a region where the energy spectra are
proportional to j�3 is verified.
� 2006 Elsevier Inc. All rights reserved.

Keywords: Large-eddy simulation; LES; Natural convection; Free convection; Cylindrical coordinate system; Shell and tube; Boundary layer

1. Introduction

Natural convection is an interesting scientific subject in
which many aspects need further research. The applications
include not only industrial fields such as power generators,
reactors, turbines, heat exchangers and other power con-
version devices, but also natural phenomena such as atmo-
spheric and oceanic currents, bio-heat transfer, greenhouse
effects and heat transfer in stellar atmospheres.

Compared to the number of experimental and numerical
studies that have been carried out in the field of forced con-
vection heat transfer, few have been done in the field of
natural convection. Among experimental researches, one
is reported by Tsuji and Nagano (1988b). In that work,
characteristics of natural convection boundary layer are

compared with what has been reported in previous investi-
gations. It is shown that the natural convection boundary
layer has a unique turbulent structure that is rarely seen
in other turbulent boundary layers. The results suggest
that, for values of y+ between 20 and 100, hu 0v 0i does not
correlate with the mean velocity gradient, ohui/oy. Further-
more, a comparison of Reynolds shear stress distribution
with observations in previous experiments showed a differ-
ent behavior near the wall. Although no negative region
was observed by Tsuji and Nagano (1988b), almost all pre-
vious works had shown a negative region close to the wall.
They also show that the cross-correlation coefficient for
shear stress (Ruv ¼ hu0v0i=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hu02i � hv02i

p
) becomes zero near

the wall, which is in contradiction to analytical analysis.
Turbulent natural convection around a heated vertical

slender cylinder was studied by Persson and Karlsson
(1996) who presented new turbulent structures for the
near-wall region. Again it was shown that there exists a
negative shear stress region close to the wall. A comparison
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of the normal stresses and temperature fluctuations with
those proposed by Tsuji and Nagano (1988b) shows that
the characteristics of the boundary layers are different
between these two experiments. The temperature fluctua-
tions presented by Tsuji and Nagano (1988b) are larger
than the stream-wise normal stress while the reverse is seen
in the work of Persson and Karlsson (1996). The location
of the peaks remains in close agreement, however.

Natural convecting boundary layers have also been
studied using DNS and LES. However, most of the studies
include flows in either cavities or differentially heated chan-
nels. Among them are the researches conducted by Miki
et al. (1993), Versteegh and Nieuwstadt (1998) and Peng
and Davidson (2001).

Previous investigations have found that natural convec-
tion boundary layers still have many aspects that are not
clear, and there are some other aspects in which there is
no consensus. Furthermore very few researches have been
conducted on the natural convective boundary layer along
a vertical cylinder, and most of the studies have investi-
gated flat plates, channels or horizontal cylinders. This
and the existence of experimental apparatus at the Depart-
ment of Applied Mechanics at Chalmers University of
Technology gave the motivation to use LES to study the
natural convection heat transfer along a vertical cylinder.

2. Geometry and grid setup

As shown in Fig. 1, a sector of a cylindrical concentric
vertical shell and tube is adopted as the computational
domain. All the dimensions are in millimeters. The motiva-
tion for using this geometry was an experimental equip-
ment with almost the same dimensions at the Department
of Applied Mechanics. This geometrical configuration

was chosen because, although an idealized natural convect-
ing boundary layer exists in infinite surroundings, it is
nearly impossible to achieve such an ideal condition in
either experiments or numerical calculations. Both experi-
ments and calculations are very sensitive to the location
of the infinite boundaries and any disturbances there. An
inlet and outlet are designed to prevent stratification in
the stagnant region that would affect the growth of the
boundary layer near the hot tube.

The span-wise extent of the geometry was chosen by
comparing the results of different geometries. An ideal
angle should cover all turbulent structures and give aver-
aged two-dimensional angle-independent results. In this
work, different angles, h = 18�, 36�, 54�, 72� and 90�, are
studied.

Having studied the flow in different grid sizes, a
98 · 402 · 162 grid (r, z and h directions) with h = 90�
was finally chosen.

Different grid densities were applied at the inlet in the z-
direction as compared to the rest of the domain. The inlet is
covered by 18 cells, each of which is Dz � 2.78 mm. From
the inlet up to z = 170 mm, the grid is stretched by approx-
imately 9%. An equidistant mesh with Dz � 11.9 mm is
used from this height up to the top of the geometry.

The spatial resolution along the hot cylinder is
Dh+ < 3.5 in the span-wise direction and Dz+ < 55 in the
stream-wise direction. The maximum non-dimensional dis-
tance between cylinder adjacent nodes and the cylinder is
r+ = 0.32. It is found that the maximum SGS viscosity
(mt) in the boundary layer is less than 50% of the fluid vis-
cosity and in the region r+ < 100, it is less than 10% of the
fluid viscosity. This indicates that the boundary layer is
very well resolved (see Barhaghi, 2004).

3. Numerical method

3.1. Governing equations

The incompressible continuity, Navier–Stokes and
energy equations in cylindrical coordinate system are
solved. The Boussinesq approximation is employed for
the buoyancy term in the vertical momentum equation.
The Smagorinsky model is used to model the sub-grid
scales. In the momentum equations, the turbulent diffusive

cross terms arising from o
oxj

meff
ohvji
oxi

� �
are neglected.

3.2. Finite volume approach

A conventional finite volume method (Versteegh and
Malalasekera, 1995) is used to solve the governing equa-
tions. As it is very important not to dissipate the turbulence
by conventional numerical schemes, it is customary to dis-
cretize the governing equations by central difference
scheme. This approach, however, causes a so called
unphysical fluctuation or wiggle problem which is related
to the unboundedness of the central difference scheme. ThisFig. 1. Computational geometry. All dimensions in millimeter.
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problem can especially be encountered in regions where
turbulence intensity is not sufficiently high or in laminar
regions and regions where the grid is not sufficiently fine.
Both problems occur in the present LES simulations near
the inlet. Using a pure central difference scheme, these
unphysical fluctuations were generated near the inlet and
propagated throughout the computational domain. To
remedy this problem, a blend of central difference scheme
with deferred correction (Ferziger and Peric, 1996) and
the Van-Leer scheme was used (Dahlström and Davidson,
2003).

The second-order Crank–Nicolson scheme was used to
discretize the equations in time. The numerical procedure
is based on an implicit, fractional step technique with a
multi-grid pressure Poisson solver (Emvin, 1997) and a
non-staggered grid arrangement (Davidson and Peng,
2003).

3.3. Boundary conditions and fluid data

Simulation of laminar regions with the LES method
may provoke the problem of unphysical fluctuations. To
create turbulence at the inlet, the velocity field of the
DNS of a channel flow was scaled such that the bulk veloc-
ity became 0.6 m/s and was implemented as an inlet bound-
ary condition for velocities. A no-slip boundary condition
is used for all solid boundaries.

For the temperature, the Dirichlet boundary condition
was applied at the hot tube and the inlet. The temperature
was set to 80 �C and 25 �C at the hot tube and at the inlet,
respectively. Except for the outlet, a homogeneous Neu-
mann boundary condition was used over all the remaining
boundaries.

A convective boundary condition (Sohankar et al.,
1998) was applied at the outlet for both temperature and
velocities.

The fluid dynamic viscosity and the laminar and turbu-
lent Prandtl numbers are l = 18.9 · 10�6, Pr = 0.7 and
Prt = 0.4, respectively.

To accelerate the convergence of the numerical compu-
tations to a fully developed condition, either the results of a

2D-RANS simulation or the results of previous simulations
for different grid configurations were interpolated and
applied as initial boundary conditions.

4. Results

Once the fully developed condition is achieved, sampling
can be started. Sampling should last sufficiently long to
ensure time-independent results. This is checked by com-
paring two different averaged results with a different num-
ber of samples.

4.1. Fully developed flow assessment

The instantaneous local Nusselt number at different
heights was calculated to assess whether the flow has
become fully developed so that sampling can be started.
The instantaneous, filtered and averaged Nusselt numbers
are shown in Fig. 2 for two vertical levels, one near the inlet
and one near the outlet. It can be observed that Nusselt
numbers fluctuate uniformly for almost the last 15,000 time
steps. The filtered value, which is an average of 2000
instantaneous neighboring Nusselt numbers, shows this
more clearly. These figures verify that the flow has reached
a fully developed state and the statistical averaging can be
started.

Fig. 3 shows velocity and Reynolds shear stress obtained
from the last three 5000 time steps of simulation. As can be
seen, there is very little difference between the results. For
the shear stress, the largest difference lies in the outer
region near the outer shell, far from the boundary layer.
Again, in these two figures, it can be seen that the simula-
tion has reached the fully developed state. Hereafter, the
statistics and averaged values are calculated using the last
15,000 time steps.

4.2. Grid-independent result

A grid-independent result is always desirable in numer-
ical simulations. This can be checked by comparing the
results of different grids. However, as LES is inherently

Fig. 2. Assessment of fully developed flow as regards the local Nusselt number: (a) z/H = 0.2 and (b) z/H = 0.9.
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dependent on the grid resolution, no final grid-independent
result exists. In these computations, a final 98 · 402 mesh
in the r- and z-directions is chosen. However it is found
that the angular width of the domain has a crucial effect
on the final results. This is shown in Fig. 4 which depicts
velocity and shear stress for different sizes of the computa-
tional domain.

Although the grid spacing in the h-direction is the same
for all grids, it can be seen that the difference between the
curves for h = 72� and h = 90� is less than that for h =
54� and h = 72�, both for velocity and shear stress.
Although it is not shown, the difference between the results
of other grids with h = 18�, h = 36� was even larger. As can
be seen in Fig. 5, the difference between the Nusselt num-
bers for geometries with h = 72� and h = 90� is smaller
than the difference between h = 54� and h = 72�.

4.3. Mean fluid flow and heat transfer parameters

Fig. 6(a) and (b) compare the results of the present study
and previous experiments. The predicted profiles were

obtained by averaging over h and t (time). As can be seen,
although the results of the present study are in good agree-
ment with the results of Tsuji and Nagano (1988a), the
results of Persson and Karlsson (1996) are rather different.

Fig. 3. Velocity and shear stress at z/H = 0.8, Gr = 2.9 · 1011 for contiguous averaged data: (a) dimensionless velocity and (b) Reynolds shear stress.

Fig. 4. Velocity and shear stress at z/H = 0.8, Grz = 2.9 · 1011 for different domains: (a) dimensionless velocity and (b) Reynolds shear stress.

Fig. 5. Nusselt number at z/H = 0.9, Grz = 4.2 · 1011 for different
domains.
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A common behavior in all graphs, however, except for a
very small distance from the wall, r+ < 1.2, is that the
velocity does not follow the law of the wall, hvþz i ¼ rþ, in
the same way as it does for forced convecting boundary
layers. However, Fig. 6(b) shows that temperature follows
the law of the wall in the region r+ < 5, similar to forced
convecting flows.

Although no self-similar behavior with respect to dimen-
sionless velocity hvþz i could be observed in the results of
Tsuji and Nagano (1988a), graphs of the hvþz i vs. r+ in this
study collapse on each other, showing self-similar behavior,
see Fig. 7.

Finally, Fig. 8 shows the variation of the Nusselt num-
ber as a function of the Rayleigh number. Compared to
the results of Tsuji and Nagano (1988a) and the proposed
correlation for the laminar region, there is very good agree-
ment for both the laminar and the turbulent region. The
major difference is in the transition region. The transition
in the LES simulations starts at Raz = 106, as compared
to the flow along the flat plate, for which transition starts
at Ra = 8 · 108. The difference may be due to any or a
combination of three factors: first, in this cylindrical cavity,
the flow at the inlet is turbulent; second, there might be

inherent differences between the characteristics of a bound-
ary layer along a vertical flat plat and a vertical slender cyl-
inder; and third, there is an outer shell that embraces the
whole cylinder and provokes instabilities by creating some
recirculating flows in the proximity of the boundary layer.

Another difference in Fig. 8 is the overshoot of the Nus-
selt number in the commencement of the turbulent bound-
ary layer (Raz � 108), which was not observed by Tsuji and
Nagano (1988a) but had been mentioned in previous
researches (e.g. Cheesewright, 1968).

4.4. Reynolds stresses and turbulent heat fluxes

Fig. 9 compares the computed normal stresses and tem-
perature fluctuations with the experimental data. In
Fig. 9(a), both the predicted

ffiffiffiffiffiffiffiffiffi
ht0t0i

p
=t� and the stream-wise

normal stress have higher values than the experimental
data for the flat plate. The wall-normal stress, however,
has smaller values for r+ < 92.5. No constant value region
such as that observed in the experiment for

ffiffiffiffiffiffiffiffiffi
hv02r i

p
=u� in the

7.5 < r+ < 40 region can be observed in the LES simula-
tions. Nevertheless, the graphs are qualitatively in a good
agreement and the locations of maxima match each other.

Fig. 6. Comparison of velocity and temperature with experimental data: (a) dimensionless velocity and (b) dimensionless temperature.

Fig. 7. Dimensionless velocity profiles at different Grashof numbers.

Fig. 8. Nusselt number as a function of Rayleigh number.
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Discrepancies between experiments and computations
are even larger in Fig. 9(b). Contrary to computations
and the other experimental data, normalized temperature
fluctuations in the experiment are smaller than the
stream-wise velocity fluctuations. Furthermore, the loca-
tions of maxima are too close to the wall.

Experimental wall-normal stress in Fig. 9(b) shows the
same behavior as computations, in contrast to that pre-
sented by Tsuji and Nagano (1988a). However, none of
the experiments show a tendency for this parameter to
become zero sufficiently close to the wall, reflecting the
unreliability of measurements close to the wall.

Reynolds shear stress together with stream-wise and
wall-normal turbulent heat fluxes are shown in Fig. 10.
Again, although the computed values in Fig. 10(a) are in
close agreement with the experimental results, this is not
the case in Fig. 10(b). While wall-normal turbulent heat
flux remains positive close to the wall for both computa-

tions and experiments in Fig. 10(a), it takes negative values
for the experiment shown in Fig. 10(b). Also contrary to
the computations and experiment shown in Fig. 10(b), no
negative shear stress can be observed in the experimental
values shown in Fig. 10(a). This behavior is similar to the
case of natural convection boundary layer in an infinite
channel where the turbulent shear stress remains positive
across the walls (see Barhaghi (2004) and Versteegh and
Nieuwstadt (1998)). However one significant difference
between these two boundary layers is that the convective
terms are zero in case of infinite channel.

In the experiment of Persson and Karlsson (1996), no
negative region can be observed close to the wall for
stream-wise turbulent heat flux, albeit that the existence
of this region was confirmed by Tsuji and Nagano (1988b).

As mentioned earlier, the computed locations at which
stresses are maximum are in reasonably good agreement
with the experimental values of Tsuji and Nagano

Fig. 10. Turbulent shear stress and heat fluxes. Lines: simulation, Grz = 8.9 · 1010; markers: experiments: (a) experimental data from Tsuji and Nagano
(1988b), Gr = 8.99 · 1010 and (b) experimental data from Persson and Karlsson (1996), Gr = 2 · 1010.

Fig. 9. Normal stresses and temperature fluctuations. Lines: simulation, Grz = 8.9 · 1010 (z/H = 0.5); markers: experiments: (a) experimental data from
Tsuji and Nagano (1988b), Gr = 8.99 · 1010 and (b) experimental data from Persson and Karlsson (1996), Gr = 1 · 1010.

816 D.G. Barhaghi et al. / Int. J. Heat and Fluid Flow 27 (2006) 811–820
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(1988b). This can be observed more clearly in Fig. 11, in
which Rmax is the location of the maximum velocity of
the boundary layer. The thick vertical line represents the
location of r1/2 at which the velocity is half of the boundary
layer maximum velocity. It is defined as the natural convec-
tion boundary layer thickness.

It can be observed in Fig. 11 that the maximum values
of ht 0t 0i, hv0zt0i and hv0rt0i lie close to the location of the max-
imum velocity. However, the maximum values of

ffiffiffiffiffiffiffiffiffiffiffi
hv0rv0ri

p
,

and
ffiffiffiffiffiffiffiffiffiffiffi
hv0zv0zi

p
in the experiment as well, lie far from the loca-

tion of maximum velocity in the outer part of the boundary
layer. This is claimed to be the characteristic difference
between the natural convection and forced convection
boundary layers (e.g. Tsuji and Nagano (1988b)). In forced
convection boundary layers, it is observed that the location
of the maximum of all fluctuations is close to the location
of the maximum velocity.

However, the negative turbulent shear stress ðhv0rv0ziÞ
close to the wall in the simulations gives a more flat profile
of hv0zv0zi. This effect can be investigated by considering the
production term in the hv0zv0zi-equation, which reads:

P zz ¼ �2hv0rv0zi
ohvzi
or
� 2hv0zv0zi

ohvzi
oz
þ 2gzbhv0zt0i

Each of the terms in the above equation, together with the
summation of all terms normalized by u*3, are plotted in
Fig. 12. As expected, the production arising from stream-
wise velocity fluctuations is negligible as compared to the
production of turbulence by turbulent shear stress ð�2
hv0rv0ziohvzi=orÞ and buoyancy ð2gzbhv0zt0iÞ. As can be ob-
served, both the experiment and the simulation show a
negative value for stream-wise turbulent heat transfer,
resulting in a negative buoyancy production near the hot
tube. As the stream-wise turbulent heat transfer, hv0zt0i,
changes sign, the production term due to buoyancy
changes to a positive sign and attains its maximum at the
location of the maximum hv0zt0i, which is close to the loca-

tion of the maximum boundary layer velocity. This term
diminishes when approaching the outer part of the bound-
ary layer as hv0zt0i diminishes. However, the major difference
between the experiment and the simulation is in the exis-
tence of the negative turbulent shear stress, hv0rv0zi. Since
near the wall, the gradient of the velocity is positive and
turbulent shear stress is negative, the �2hv0rv0ziohvzi=or
term becomes positive, resulting in a large production of
turbulence, which is in contradiction to the experiment of
Tsuji and Nagano (1988b). In the experiment, the existence
of a small positive turbulent shear stress region close to the
wall up to the location of the maximum velocity, where the
velocity gradient and consequently production due to shear
stress are zero, suggests a rather small negative value for
the production of turbulence by turbulent shear stress,
i.e. �2hv0rv0ziohvzi=or, in the inner part of the boundary
layer. The summation of the two negative production terms
causes a large negative Pzz in the major portion of the inner

Fig. 11. Reynolds stresses and turbulent heat fluxes as a function of the distance from the hot tube and the location of the maximum boundary layer
velocity. Lines: simulation, Grz = 8.9 · 1010; markers: experimental data from Tsuji and Nagano (1988b), Gr = 8.99 · 1010: (a) normal stresses and
temperature fluctuations and (b) shear stress and turbulent heat fluxes.

Fig. 12. Turbulence production term in hv 0zv 0z i-equation. (—-) Pzz; (–Æ–)
�2hv0rv0ziohvzi=or; (- - -) 2gzbhv0zt0i; (� � �) �2hv0zv0ziohvzi=oz.

D.G. Barhaghi et al. / Int. J. Heat and Fluid Flow 27 (2006) 811–820 817
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part of the boundary layer. Pzz in both the experiment and
the simulation behaves similarly almost from the location
of the maximum velocity toward the edge of the boundary
layer where ohvzi/or < 0 and hv0rv0zi > 0. Although the vari-
ation in the total production across the boundary layer in
the simulation agrees well with the behavior of the
stream-wise velocity fluctuations, this is not observed in
the experiment, in which the existence of negative or small
positive production of turbulence in the inner part of the
boundary layer, where vz 6 vmax, does not quite hold with
the large values of hv0zv0zi in Fig. 11(a), suggesting that there
should be a region of negative shear stress in the experi-
mental results.

Another difference between the experimental and simu-
lation results can be found by considering the production
term in the hv0rv0zi-equation, which reads:

P rz ¼ �hv0rv0ri
ohvzi
or
� hv0rv0zi

ohvzi
oz
� hv0rv0zi

ohvri
or

� hv0zv0zi
ohvri
oz
þ gzbhv0rt0i

Fig. 13 shows the variation in Prz and each separate term of
the above equation across the boundary layer. All the
terms are normalized by u*3. As expected, all the terms ex-
cept the production resulting from the wall-normal velocity
fluctuations, �hv0rv0riohvzi=or, and buoyancy production
due to wall-normal turbulent heat flux, gzbhv0rt0i, are negli-
gible. Fig. 13 shows that, close to the wall, in the inner part
of the boundary layer, the production due to buoyancy is
smaller than the production due to hv0rv0ri resulting in nega-
tive total production. On the other hand, in the experimen-
tal results of Tsuji and Nagano (1988b), with respect to
Fig. 10(a), it can be concluded that, owing to the good
agreement between wall-normal turbulent heat fluxes in
the simulation and experiment, the amount of production
caused by buoyancy in the experiment is equal to that in
the simulation. In the experiment, however, owing to the

larger values of hv0rv0ri near the wall (see Fig. 10(a)), the
magnitude of hv0rv0riohvzi=or will be larger than that in the
simulation, resulting in larger negative Prz, again suggest-
ing that a region of negative turbulent shear stress should
exist.

Fig. 14 shows the integral form of the vertical momen-
tum and the temperature equations. As shown in Tsuji
and Nagano (1988b) and in Fig. 14, the pressure term does
not play a vital role in the balance of the stream-wise veloc-
ity. Also it can be noticed that, although the impact of the
negative shear stress is considerable in the behavior of the
turbulence near the wall, the magnitude of the negative
shear stress is so small that it is difficult to detect it in
Fig. 14(a). The shear stress has an almost negligible effect
on the mean values of the flow close to the wall. Terms
in this figure are denoted as shown in Eqs. (1) and (2).

hvzi Balance¼�
Z r

Ri

1

r
o

or
ðrhvrihvziÞþ

o

oz
ðhvzi2Þ

� �
rdr

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{AT

þ
Z r

0

gbðhT i� T refÞrdr

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{BT

þ
Z r

Ri

1

r
o

or
rmeff ;v

ohvzi
or

� 	
þ o

oz
meff ;v

ohvzi
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rdr
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o
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Investigation of Fig. 14(a) yields that as the maximum
velocity location is approached (r+ = 37), the viscous
diffusion term (VT) attains its maximum that is equal to
wall shear force per unit length. RiH� sw ¼ RiH�
mohvzi=orjr¼Ri

, and remains constant. Consequently, the
fluctuating term (FT), to which the shear stress mainly con-
tributes, increases and, together with the wall shear stress,
sw, balances the buoyancy term (BT). The advective term
(AT) is almost negligible in the entire velocity boundary
layer. However, it achieves considerable values near the
edge of the boundary layer in the temperature equation.
In contrast to the momentum equation, there is no buoy-
ancy term in the energy equation. Therefore the fluctuating

Fig. 13. Turbulence production term in hv 0rv 0z i-equation. (—-) Prz; (–Æ–)
�hv0rv0riohvzi=or; (- - -) gzbhv0rt0i; (� � �) �hv0rv0ziohvzi=oz� hv0rv0ziohvri=or �
hv0zv0ziohvri=oz.
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terms here balance the conductive terms. This is one reason
why the wall-normal turbulent heat flux reaches its maxi-
mum in the inner part of the boundary layer. It should
be mentioned here that the contribution of the stream-wise
turbulent heat flux to Eq. (2) is almost negligible.

Energy spectra for velocity and temperature fluctuations
in a region close to the wall are shown in Fig. 15. As can be
seen in the figure, the cut-off has taken place well beyond
the range where energy spectra are proportional to j�3.
This is a region that is believed to immediately follow the
inertial subrange, where E/j�5/3 (e.g. Peng and Davidson
(2002)).

Finally, Fig. 16 compares the cross correlation coeffi-
cient of the shear stress. From Taylor expansion, hv0rv0zi ¼
Oðr3Þ, hv02r i ¼ Oðr4Þ and hv02z i ¼ Oðr2Þ. Thus Ruv should have
a constant value very close to the wall when r approaches
zero. This can be found in Fig. 16 for the present simula-
tion and Persson and Karlsson (1996), for which the con-
stant values are Ruv � �0.3 and Ruv � �0.09, respectively.
As this coefficient becomes zero in the experiment of Tsuji
and Nagano (1988a), it can again be deduced that the mea-

sured stresses for this experiment are unreliable in the
region close to the wall.

Fig. 14. Integral form of the z-momentum and temperature equations at Grz = 8.9 · 1010. (—-) AT; (–Æ–) BT; (- - -) VT or CT; � � � FT; (+) Balance: (a) vz-
equation and (b) temperature equation.

Fig. 15. One-dimensional energy spectra variation in the span-wise (cyclic) direction at r+ = 59, Grz = 1.8 · 1011 (z/H = 0.7): (a) axial velocity energy
spectrum and (b) temperature energy spectrum.

Fig. 16. Cross correlation coefficient, Ruv ¼ hv0rv0zi=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hv02r i � hv02z i

p
; compar-

ison at Grz = 8.9 · 1010 (z/H = 0.5).
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5. Conclusions

Natural convection boundary layer along a constant
temperature vertical cylinder is studied. As it was postu-
lated by Tsuji and Nagano (1988a), the existence of a nar-
row region close to the wall, r+ < 1.2, where the linear law
of the wall for the velocity holds, is verified. The profiles of
the velocity collapse on each other in the turbulent region,
showing a self-similar behavior.

The Nusselt number is compared with experimental val-
ues and it is deduced that the transition for this simulation
has started earlier as compared to experiments on the ver-
tical wall. The simulations exhibit an overshoot in the com-
mencement of the turbulent region.

Comparison of the calculated Reynolds stresses with
those obtained from experiments suggests different bound-
ary layer behaviors. To clarify these differences, further
investigations are desirable. However, the discontinuous
behavior of the cross correlation coefficient in case of Tsuji
and Nagano (1988a), leaves a question on the accuracy of
the measured Reynolds stresses near the wall.

In the present computations, a small region in the inner
layer of the boundary layer is found where the turbulent
shear stress attains negative values. The location of the
maximum magnitude of the negative shear stress lies at
(r/Rmax)1/3 � 0.75. Although this is not in agreement with
the results of Tsuji and Nagano (1988a) and Tsuji and Nag-
ano (1988b), by considering the works of Ampofo and
Karayiannis (2003) and Paolucci (1990), there exist such
a small region in the vicinity of wall. As there is no such
region in case of natural convection boundary layer in an
infinite channel (Barhaghi (2004) and Versteegh and Nie-
uwstadt (1998)) where the boundary layer is fully devel-
oped, the reason for the existence of such region in the
developing natural convection boundary layers is probably
related to the convective terms that are zero in case of non-
developing boundary layers.
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