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Investigation of Turbulence Injection Methods in Large Eddy
Simulation using a Compressible Flow Solver
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Three different methods for imposing velocity fluctuations in a compressible finite-volume
solver are evaluated for zonal hybrid RANS-LES applications using the SA-IDDES model. The
first method is a volume source term derived from an expansion of the time discretization of the
fluctuating velocity component, suitable for an unstructured solver. The second method stems
from an expansion of the convective flux of the fluctuating velocity component normal to the
flow direction. The third methods considers a combination of both aforementioned methods.
Additionally, a commutation term is derived for the convection term in the SA turbulence model
in order rapidly reduce the turbulent viscosity across the RANS-LES interface. Good agreement
with reference data is obtained with the investigated interface methods for the evaluated flow
cases, which includes the turbulent channel flow and the zero-pressure-gradient boundary layer
flow.

I. Introduction

Computational Fluid Dynamics (CFD) is a powerful tool for the aeronautical industry in predicting complex turbulent
flows. Reynolds-averaged Navier–Stokes (RANS) is an industry standard computational technique, where temporal

and spatial turbulent length scales are completely modeled. The method have been proven to effectively estimate
turbulent flows in attached boundary layers at an affordable computational cost. However, RANS based methods
are rather inaccurate in predicting turbulent flows around bluff bodies that produce massively separated flow regions.
Scale-resolving methods such as Large-Eddy-Simulation (LES), where the turbulent scales are partly resolved have
been shown to be much more accurate than RANS in estimating separated flow regions. However, LES is much more
computationally demanding than RANS and is expected to remain unfeasible for complex engineering computations in
the foreseeable future.

Hybrid RANS-LES modeling (HRLM) is a computational technique considered to be more accurate than RANS and
computationally more affordable than LES for the aeronautical industry. The key feature of HRLM is the RANS-type
behavior inside the near wall boundary layer coupled with a LES-type behavior further away from the wall. The most
commonly used HRLM methods are based on Detached Eddy Simulation (DES) by Spalart et. al [1] and extended by
boundary-layer shielding, e.g. Delayed DES (DDES), which is considered to be the most mature for industrial use. A
wide variety of additional methods exist such as Improved DDES (IDDES) [2], HYB0 [3, 4], SAS and PANS (e.g. [5]).

In zonal RANS-LES approaches, zonal scale-resolving simulations are enabled using a LES mode embedded in an
overall RANS computation. The embedded coupling often leads to the so-called “grey-area” problem, which delays the
development of LES-resolved turbulence in association to the RANS-modeling over the RANS-LES interface. As a
result, the accuracy of scale-resolving simulation in the focusing LES region may become significantly degraded or
might even generate nonphysical predictions. In order to have effective transition between the RANS mode and the
LES mode, Synthetic Turbulence (ST) have been often employed at the RANS-LES interface. The synthetic turbulent
fluctuations are often superimposed on the mean flow over the RANS-LES interface to mitigate the grey-area problem.

Common ST methods are usually based on Fourier reconstruction techniques [6–8], where Fourier series is used
as a mean to introduce spatial correlation. Time correlation can be introduced through imposing a time filter [7] or
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using a modified position vector [8], where time correlation is imposed in the streamwise direction of the flow using
mean flow quantities. An alternative approach is the Synthetic Eddy methods (SEM) [9, 10], where the flow field is
superimposed by virtual vortical structures. These vortical structures or eddies are randomly generated and convected
through a fictional domain giving both spatial and temporal correlation to the fluctuations, which are allowed to induce
perturbations to cells in their neighbourhood. Further improvement was made to the original SEM, where it was
extended to give a divergence-free (DF-SEM) [11] fluctuating velocity field.

For grey-area mitigation in zonal hybrid RANS-LES computations, different methods to inject the artificial velocity
fields into the flow domain have been proposed. In scale-resolving simulations, for example in LES, a Dirichlet boundary
condition can be readily used for the velocities by directly imposing the fluctuations at the inlet boundary. In the work by
Mathey [12] and Davidson [13], they imposed the fluctuations as an embedded approach where virtual fluxes are added
to the momentum equations. The virtual fluxes are derived from an expansion of the convective flux term and were
added to an interface plane between a RANS and a LES region. However, these studies were using the incompressible
flow equations. Other approaches are based on the expansion of the time-derivative term, where in the works by Schmidt
et al. [14] and Probst [15], they investigated a volumetric source term to impose the fluctuations. The expansion is
based on the time derivative of the momentum equations, the fluctuations in the continuity and total energy equations
are assumed to be small and are neglected.

In order to provide a rapid development of the turbulence-resolving LES flow, excess modeled turbulence (i.e.
turbulent viscosity) need to be reduced across the RANS-LES interface. If not, the resolved turbulence imposed by the
ST methods might be dampened and further delay the development of resolved turbulence. Hamba [16] identified a
commutation error, owing to the non-commutivity of the spatial derivative and the filter applied in RANS and LES, at
the RANS-LES interface. It was found that the commutation error can be large across the RANS-LES interface and
should be considered. Following the work by Hamba, Davidson [17] and Arvidson et al. [18] explored the combination
of the commutation term with synthetic fluctuations at interfaces in hybrid RANS-LES simulations, with the aim to
reduce the turbulent viscosity across the RANS-LES interface. Commutation terms were derived for the 𝑘 and 𝜔
equations used for the hybrid RANS-LES model and successively applied to embedded hybrid simulations, such as
turbulent channel flow, zero-pressure-gradient boundary layer and mixing boundary layers.

In this work, we further explore the effects of the aforementioned injection methods using the Synthethic Turbulence
Generator (STG) by Shur et al. [8]. A virtual flux term suitable for a compressible solver is derived and compared to the
source term based on the time derivative. In order to provide a more complete description of the injected fluctuations, a
combination of the two methods are evaluated. We apply the proposed methodology to embedded LES simulations of
turbulent channel flow and boundary layer flow, using the SA-IDDES hybrid RANS-LES turbulence model [2, 19].
Hence, a commutation term suitable for the SA-model is also derived and evaluated. The efficiency and performance of
the proposed methodology are evaluated and implemented into a compressible flow solver, M-Edge [20, 21].

The paper is organized as follows. In Sections II and III the synthetic turbulence methods and turbulence models
used in this paper are outlined. The numerical method, injection methods and the commutation term are presented in
Section IV. In Section V, the performance of these methods are assessed by their capabilities of mitigating grey area, by
comparing the resolved turbulent statistics and the skin friction coefficient. Finally, some conclusions are made with a
proposed continuation of the work in Section VI.

II. Synthetic Turbulence Method
The synthetic turbulence method considered in this paper is the Synthetic Turbulence Generator (STG) by Shur et al.

[8]. The velocity fluctuations are computed by superimposing 𝑁 Fourier modes:

v′(r, 𝑡) =
√

6
𝑁∑︁
𝑘=1

√︁
𝑞𝑛 [𝝈𝑛 cos(𝑘𝑛d𝑛 · r′ + 𝜙𝑛)] (1)

Here, the fluctuating field v′ is computed from random quantities (mode direction vectors d𝑛, 𝝈𝑛 · d𝑛 = 0 and mode
phase 𝜙𝑛), and statistical quantities such as the wave number amplitude 𝑘𝑛, which is computed from upstream RANS
statistics and grid metrics. A modified von Karman spectrum is used to compute the mode amplitude 𝑞𝑛. An important
note is that the random numbers used in (1) is only computed once. Unlike in [7], where a time-filter is introduced to
impose a temporal correlation between the fluctuations, a modified position vector r′ is introduced and linked with the
actual quantities x and 𝑡 using Taylor’s frozen velocity hypothesis [8].

The velocity fluctuations v′(r, 𝑡) in (1) satisfies the restrictions ⟨𝑣′𝑖⟩ = 0 and ⟨𝑣′𝑖𝑣′𝑗⟩ = 𝛿𝑖 𝑗 , where ⟨·⟩ denotes time
averaging. In order to impose the correct Reynolds stress statistics at the interface, the actual fluctuations u′(x, 𝑡) are
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computed from
u′(x, 𝑡) = 𝑎𝑖 𝑗v′(r, 𝑡) (2)

where 𝑎𝑖 𝑗 is the Cholesky-decomposed Reynolds stress tensor:

𝑎𝑖 𝑗 =



√
𝑅11 0 0

𝑅21/𝑎11

√︃
𝑅22 − 𝑎2

21 0

𝑅31/𝑎11 (𝑅32 − 𝑎21𝑎31)/𝑎22

√︃
𝑅33 − 𝑎2

31 − 𝑎2
32


(3)

𝑎𝑖 𝑗 determines the magnitude of the velocity fluctuation as a function of the estimated Reynolds stresses 𝑅𝑖 𝑗 =< 𝑢′𝑖𝑢
′
𝑗 >,

taken from upstream RANS modeled stresses in the hybrid RANS-LES simulation.

III. Turbulence Modeling
For the simulation of wall bounded flows with synthetic turbulence (ST) injection, the Improved Delayed DES

(IDDES) [2] based on the SA-model [19] is employed. The IDDES blends two branches, the DDES-like branch which
should become active only when the inflow conditions do not have any turbulent content, and the WMLES-like branch
intended to be active only when the inflow conditions used in the simulation are unsteady and impose some turbulent
content and if the grid is fine enough to resolve boundary-layer dominant eddies. The blending function between the
RANS mode and the LES mode reads:

𝑙ℎ𝑦𝑏 = 𝑓𝑑 (1 + 𝑓𝑒)𝑙𝑅𝐴𝑁𝑆 + (1 − 𝑓𝑑)𝑙𝐿𝐸𝑆 (4)

where 𝑙𝑅𝐴𝑁𝑆 for the SA-model is the wall distance 𝑑. The SA-model can then work as a hybrid RANS-LES model by
replacing the wall distance 𝑑 by the hybrid length scale given by 𝑙ℎ𝑦𝑏. The LES length scale in (4) is given by

𝑙𝐿𝐸𝑆 = 𝐶𝐷𝐸𝑆ΨΔ, Δ = min(max[𝐶𝑑𝑤𝑑,𝐶𝑑𝑤Δ𝑚𝑎𝑥 ,Δ𝑚𝑖𝑛],Δ𝑚𝑎𝑥) (5)

Here, 𝐶𝐷𝐸𝑆 = 0.65 and Ψ is a damping function [2]. In the edge-based solver (further outlined in Section IV), Δ𝑚𝑎𝑥

and Δ𝑚𝑖𝑛 in Eq. (5) are approximated as the maximum and minimum edge length of a dual-cell, respectively.
In an zonal approach, a RANS region upstream of the ST-injection interface can be enforced by setting the hybrid

length scale to the RANS length scale of the underlying turbulence model, 𝑙ℎ𝑦𝑏 = 𝑙𝑅𝐴𝑁𝑆 . Then, further downstream of
the interface Eq. (4) can be used without any modification. In this way, no assumptions are made about the downstream
region. A schematic of a zonal approach is presented in Fig. 1.

RANS IDDES

Prescribed interface

Fig. 1 Schematic of RANS and LES regions in zonal hybrid RANS-LES (embedded LES) with wall-normal
RANS-LES interfaces indicated.

An alternative method is to modify the switching function 𝑓𝑑𝑡 [22]

𝑓𝑑 = max(1 − 𝑓𝑑𝑡 , 𝑓𝐵), 𝑓𝑑𝑡 = 1 − tanh[(8𝑟𝑑𝑡 )3] (6)

where 𝑓𝑑𝑡 is set to 0 in the upstream RANS region, driving the length scale to 𝑙ℎ𝑦𝑏 = 𝑙𝑅𝐴𝑁𝑆 . Downstream of the
interface the WMLES mode is enforced by setting 𝑓𝑑𝑡 = 1. This was necessary since without manual switch to WMLES
mode, the large (RANS-level) eddy viscosity resulted in too strong damping of the injected fluctuations [22]. In Section
IV.B, a method to reduce the upstream RANS-level eddy viscosity at the interface is presented, which does not require a
manual switch to WMLES mode.
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The turbulent stresses used in Eq. (3) needs to be approximated by the RANS-model. This can be achieved by the
eddy viscosity assumption:

− 𝜌 < 𝑢′𝑖𝑢
′
𝑗 >= 2𝜇𝑡𝑆𝑖 𝑗 − 2

3
𝜌𝑘𝛿𝑖 𝑗 (7)

The modeled kinetic energy 𝑘 in Eq. (7) is usually not computed in the SA-model but at a RANS-LES interface where
synthetic turbulence is to be generated by Eq. (1), non-zero normal stresses < 𝑢′𝑖𝑢

′
𝑖 > have to be provided. The turbulent

kinetic energy is estimated as [23]
𝑘 ≈ 𝜇𝑡𝑆

𝜌
√︁
𝐶𝜇

(8)

where 𝑆 =
√︁

2𝑆𝑖 𝑗𝑆𝑖 𝑗 is the magnitude of the strain rate tensor. It is reported in [24] that the ratio between the Reynolds
shear stress − < 𝑢′1𝑢

′
2 > and the turbulent kinetic energy 𝑘 is nearly the same for a wide range of flows, including

boundary layers, wakes and mixing layers. This constant is fixed to 0.3 and Eq. (8) agrees well with this relationship for
a zero pressure gradient boundary layer where

√︁
𝐶𝜇 = 0.3 and 𝑆 ≈ − < 𝑢′1𝑢

′
2 >. The reconstructed isotropic normal

stresses are then evaluated as
< 𝑢′2 >=< 𝑣′2 >=< 𝑤′2 >=

2
3
𝑘 (9)

where 𝑘 is computed according to Eq. (8). In order to take into account the turbulence anisotropy, a more realistic
distribution of the normal shear stresses can be employed. The anisotropic Reynolds stress tensor can be computed by
the Wallin and Johansson EARSM model [25], which requires the modeled kinetic energy 𝑘 and specific dissipation 𝜔
at the interface. However, in the work by Wilcox [26], it is shown that in the case of a zero pressure gradient turbulent
boundary layer (ZPG), the following expression provide a good approximations throughout the log layer and most of the
defect layer:

< 𝑢′2 >=
4
9

2𝑘 , < 𝑣′2 >=
2
9

2𝑘 , < 𝑤′2 >=
3
9

2𝑘 . (10)

Equation (10) is only a slight modification to Eq. (9), where the spanwise stresses remain unaffected. The robustness
and efficiency of Eq. (10) was further verified by Deck et al. [24] for the ZPG boundary layer in case hybrid RANS-LES,
when used for reconstruction stresses from the SA-model in combination with synthetic turbulence (the ST model
used in [24] was the SEM [10], but it uses the same expression as Eq. (3) for anisotropic stresses). In this paper, the
anisotropic normal stresses given by Eq. (10) is used.

IV. Numerical Method
The flow solver used in this paper is the M-Edge code, which is an edge- and node-based Navier-Stokes flow solver

applicable for both structured and unstructured grids [20, 27]. The compressible Navier-Stokes equations are discretized
with a finite-volume approximation and is integrated in time using a 2nd-order backward difference scheme, together
with a dual-time stepping methodology using an explicit low-storage multistage Runge-Kutta scheme accelerated by
local-timestepping and full-approximation storage (FAS) multigrid [28]. The boundary conditions are based on a weak
formulation in which a set of temporary flow variables are computed and used in the calculations of the boundary flux
added to the residual. The residual is then used to update all unknown variables including the boundary values [21].
The viscous fluxes are discretized with a 2nd-order central scheme. The inviscid fluxes are based on the LD2 scheme,
which combines a low-dissipative convection operator with a low-dispersive reconstruction of the face values [29]. The
LD2-scheme was successfully applied to reduce the numerical dissipation and dispersion for fully developed turbulent
channel flow and decaying homogenous isotropic turbulence [30].

A. Synthetic Turbulence Injection
The velocity fluctuations provided by the STG in Eq. (2) are injected by considering three different methods. A

forcing region is defined at the RANS-LES interface, which is a plane perpendicular to the general flow direction, where
cells that intersect this plane are identified by manual input. This is visualized in Fig. 1. The velocity fluctuations are
then added to the flow solver using three different methods outlined below.

The first method represents the injected fluctuations by means of a flux [12] added to the momentum residuals

𝐹𝑖 = 𝜌𝑆𝑛

𝑢𝑛𝑢

′
𝑖 + 𝑢′𝑛𝑢𝑖 + 𝑢′𝑛𝑢

′
𝑖

�
(11)
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where 𝑢𝑛 = 𝑢𝑖𝑛𝑖 , 𝑢′𝑛 = 𝑢′𝑖𝑛𝑖 , 𝑢
′
𝑖 is taken from Eq. (2) and 𝑛𝑖 denotes the unit vector normal to the interface 𝑆𝑛. The

expression (11) is derived for an incompressible solver. The extension of Eq. (11) suitable for a compressible solver is
straightforward. Consider a convective flux projected in the plane (𝑛𝑥 , 𝑛𝑦 , 𝑛𝑧)

®𝐹𝑐 = 𝑆𝑛



𝜌𝑉

𝜌𝑢𝑉 + 𝑛𝑥 𝑝

𝜌𝑣𝑉 + 𝑛𝑦 𝑝

𝜌𝑤𝑉 + 𝑛𝑧 𝑝

𝜌𝐻𝑉


(12)

where 𝑉 = 𝑛𝑥𝑢 + 𝑛𝑦𝑣 + 𝑛𝑧𝑤 is the projected normal velocity and 𝐻 = 𝐸 + 𝑝/𝜌 = 𝑒 + 𝑢𝑖𝑢𝑖/2 + 𝑝/𝜌 is the total enthalpy.
By letting 𝑢𝑖 → 𝑢̃𝑖 + 𝑢′𝑖 in Eq. (12), where 𝑢̃𝑖 is the instantaneous velocity, and identifying all terms that contain a
fluctuating part, an additional flux associated to the fluctuations is derived in the following form:

®𝐹virt
𝑐 = 𝑆𝑛



𝜌𝑉 ′

𝜌(𝑢̃𝑉 ′ + 𝑢′(𝑉̃ +𝑉 ′))
𝜌(𝑣̃𝑉 ′ + 𝑣′(𝑉̃ +𝑉 ′))
𝜌(𝑤̃𝑉 ′ + 𝑤′(𝑉̃ +𝑉 ′))

𝜌𝐻𝑉 ′ + 𝜌( 1
2 (2𝑢̃𝑖𝑢′𝑖 + 𝑢′𝑖𝑢

′
𝑖)) (𝑉̃ +𝑉 ′)


(13)

where 𝑉 ′ = 𝑛𝑥𝑢
′ + 𝑛𝑦𝑣

′ + 𝑛𝑧𝑤
′ and 𝑉̃ = 𝑛𝑥 𝑢̃ + 𝑛𝑦 𝑣̃ + 𝑛𝑧𝑤̃. If the interface coincides with an inlet boundary, adding the

velocity fluctuations as Eq. (13) would be equivalent to a Dirichlet boundary condition, where 𝑢̃𝑖 is the inlet mean flow.
This method is denoted M1.

The second method is a volume source term [31] derived from an expansion of the implicit time discretization for
the fluctuating velocity components 𝑢′𝑖 at different time levels consistent with the 2nd-order difference scheme. The
contribution to the momentum residuals reads

𝑄𝑖 =
𝜕 (𝜌𝑢′𝑖)

𝜕𝑡
Δ𝑉 ≈ 3(𝜌𝑢′𝑖)𝑛+1 − 4(𝜌𝑢′𝑖)𝑛 + (𝜌𝑢′𝑖)𝑛−1

2Δ𝑡
Δ𝑉 (14)

where Δ𝑉 is the cell volume and Δ𝑡 is the physical time step. The fluctuating velocity 𝑢′𝑛+1
𝑖 is taken from Eq. (2) but the

values at previous times are computed as the predicted fluctuations, namely 𝑢′𝑛𝑖 = 𝑢𝑛𝑖 − ⟨𝑢𝑖⟩ and 𝑢′𝑛−1
𝑖 = 𝑢𝑛−1

𝑖 − ⟨𝑢𝑖⟩,
respectively. This treatment prevents decoupling of the predicted flow solution from the target synthetic field, and adds
the requirement of incorporating the time-averaged mean values ⟨𝑢𝑖⟩ [31], which is computed as running-time average.
Note that the contribution from Eq. (11) are added to the continuity, momentum and total energy equations, whereas the
contribution from Eq. (14) are only added to the momentum equations. The turbulent fluctuations of other solution
variables are expected to be reflected through the injection of velocity fluctuations. This method is denoted M2.

The third method introduces fluctuations by superimposing both previous methods. That is, the contribution from
the source term given by Eq. (14) are added to the momentum equations. In addition, the contribution from the virtual
flux term given by Eq. (11) is added to the continuity, momentum and total energy equations. This method is denoted
M3.

B. Eddy Viscosity Treatment at Interface
A commutation error occurs in hybrid RANS-LES simulations since the hybrid filter width does not commute with

the spatial derivative. Additional terms appears when computing the spatial derivative of a physical quantity 𝑓 , as
shown in Eq. (15)

𝜕 𝑓

𝜕𝑥𝑖
=

𝜕 𝑓

𝜕𝑥𝑖
− 𝜕Δ

𝜕𝑥𝑖

𝜕 𝑓

𝜕Δ
(15)

where (·) denotes filter operation. It has been shown that the commutation error (second term on RHS in Eq. (15)) can
be large at RANS-LES interfaces [16]. The effects of adding the commutation term in hybrid RANS-LES simulations
has been explored by Arvidson et al. [18] and by Davidson [17]. It was shown that by introducing commutation terms
in the 𝑘 and 𝜔 equations for a 𝑘 − 𝜔 based hybrid model at zonal RANS-LES wall normal interfaces, the upstream
RANS modeled kinetic energy levels could effectively be reduced to downstream SGS levels of modeled kinetic energy
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without using any model dependent parameters. In this paper, the underlying RANS model considered is the SA-model
which solves the transport equation for the modeled eddy viscosity 𝜈̃. Using Eq. (15), the commutation term for the
convection term in the SA-model can be formulated as

𝜕𝑢𝑖 𝜈̃

𝜕𝑥𝑖
=

𝜕𝑢𝑖 𝜈̃

𝜕𝑥𝑖
− 𝜕Δ

𝜕𝑥𝑖

𝜕𝑢𝑖 𝜈̃

𝜕Δ
(16)

If one then considers a wall normal interface in the 𝑥−direction, the second term on the RHS in Eq. (16) can be
disctretized as

𝑆𝑐𝜈̃ =
𝜕Δ
𝜕𝑥

𝜕𝑢𝜈̃

𝜕Δ
≈
�
Δ𝐻𝑦𝑏 − Δ𝑅𝐴𝑁𝑆

Δ𝑥

�
𝑢𝑅𝐴𝑁𝑆 𝜈̃𝑅𝐴𝑁𝑆 − 𝑢𝐻𝑦𝑏 𝜈̃𝐻𝑦𝑏

Δ𝑅𝐴𝑁𝑆 − Δ𝐻𝑦𝑏

=
𝑢𝐻𝑦𝑏 𝜈̃𝐻𝑦𝑏 − 𝑢𝑅𝐴𝑁𝑆 𝜈̃𝑅𝐴𝑁𝑆

Δ𝑥

(17)

where Δ𝑥 is the length of the region in which the commutation terms are used for the 𝜈̃𝑡 equation. The RANS properties
in Eq. (17) can either be taken from a precursor steady RANS simulation or upstream RANS values. The value of 𝜈̃𝐻𝑦𝑏

is estimated from a Smagorinsky model expression [2]

𝜈𝑡 ,𝐻𝑦𝑏 = min[(𝜅𝑑)2, (𝐶𝑆Δ)2]𝑆, 𝜈𝑡 ,𝐻𝑦𝑏 = 𝑓𝜈1 𝜈̃𝐻𝑦𝑏 (18)

in order to provide a rapid transition form pure RANS levels of 𝜈̃𝑡 , to a 𝜈̃𝑡 -profile given by the hybrid length scale in
Eq. (4). In Eq. (18), the modeling constant is set to 𝐶𝑆 = 0.2, the length scale Δ is given by Eq. (5) and 𝑓𝜈1 is the
near-wall scaling function for the SA-model. The non-linear relationship between 𝜈𝑡 ,𝐻𝑦𝑏 and 𝜈̃𝐻𝑦𝑏 is solved using a few
iterations of a Newton-Rhapson solver.

The influence of the distance Δ𝑥, which is the length of the region in which the commutation terms are used in the
equations for modeled turbulence, has been analyzed by Davidson [17], where he concluded that the larger the distance,
the weaker the effect of the commutation terms. In this paper, Δ𝑥 is taken as the characteristic cell size in the direction
of the mean flow. For an unstructured code like M-Edge, Δ𝑥 is approximated as the maximum edge length of the cell.

V. Results
The different injection methods defined in Section IV are evaluated in embedded hybrid RANS-LES simulations for

developing turbulent plane channel flow and zero-pressure-gradient boundary layer. A set of cells coinciding with a
plane defining the forcing-region are chosen manually, where the fluctuations from the STG in Eq. (2) are added by the
methods defined by Eq. (13) (referred to as M1), Eq. (14) (referred to as M2) or the combination of both methods
(referred to as M3).

The effect of the commutation term outlined in Section IV.B for the SA equation is evaluated for developing turbulent
plane channel flow. The commutation given by Eq. (17) is added to the same cells where the fluctuations are added.

A. Turbulent channel flow at 𝑅𝑒𝜏 = 5200
Hybrid RANS-LES simulations of the turbulent flow in a plane channel are performed at 𝑅𝑒𝜏 = 5200. A hexahedral

grid of dimensions 9𝛿 × 2𝛿 × 1.6𝛿 is discretized using 96 × 96 × 32 cells. The resolution in wall units is set to
Δ𝑥+ = 500, Δ𝑧+ = 250, and Δ𝑦+ ≤ 1 at the wall. Periodic boundary conditions are applied in the spanwise direction
and adiabatic wall boundary conditions are used. Standard inlet and outlet boundary conditions are applied in the
streamwise direction. The bulk Mach number 𝑀𝑏 is set to 0.15. A baseline simulation is performed for a fully developed
turbulent channel flow with periodic boundary condition in the streamwise direction using the SA-IDDES model which
is used as reference. Emphasis will be put on how quickly the different methods outlined in Sections II and IV can
re-establish fully developed turbulent conditions with the same grid and conditions. A precursor RANS simulation
using the SA-model is used to generate initial conditions for the embedded simulation. Fluctuations are added at the
interface at 𝑥/𝛿 ≈ 1.92, where the IDDES is forced to be in RANS mode upstream of the interface. Reynolds stress
statistics used by the STG are generated from the RANS SA-model using Eqs. (8) and (10).

The first test case evaluates the effect of the commutation term (17). The IDDES length scale in Eq. (4) is
manipulated to work either in WMLES mode, by setting 𝑓𝑑𝑡 = 1, or by using the standard definition without any
modification. Fluctuations are imposed at the interface using method M1. The effect of the commutation term is shown
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in Figs. 2 -4. The response in friction velocity is shown in Fig. 2(a), and the velocity profile at 2𝛿 downstream of the
interface is shown in Fig. 2(b).

As can be observed in the Fig.2(a), the upstream RANS friction velocity deviates from the developed IDDES friction
velocity, where the developed IDDES result underpredicts the target 𝑢𝜏 = 1 by approximately 4%. This is due to a too
short simulation domain in the spanwise direction, another developed IDDES simulation was performed with twice the
domain size (3.2𝛿) in spanwise direction with the same resolution Δ𝑧+ = 250, which yielded the desired value of 𝑢𝜏 = 1
(not shown).

When the commutation term is applied, the IDDES is able to rapidly switch from RANS to hybrid mode, as the
friction velocity reaches the developed results within 1𝛿 and are almost spot on for the entire channel length. This is
also achieved without forcing the IDDES to be in WMLES mode. The mean velocity profile agrees very well with the
reference simulation after 2𝛿, as shown in Fig. 2(b). When no commutation term is applied, the results are different. If
the IDDES is forced to be in WMLES mode, a longer adaption length is observed in the friction velocity, but are still
within 5% after 1𝛿. When no commutation term is applied and not forcing the IDDES to be in WMLES, a slight over
prediction of the friction velocity and an under prediction of the velocity profile is observed.
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Fig. 2 Effect of commutation term applied at RANS-LES interface using M1 to inject fluctuations. Friction
velocity and mean velocity profile for turbulent channel flow at 𝑅𝑒𝜏 = 5200. Velocity profile taken at 2𝛿
downstream of interface. Green and red lines are on top of each other. Red and black lines are computed with no
modification of 𝑙ℎ𝑦𝑏 in Eq. (4), blue and green lines are computed with 𝑓𝑑𝑡 = 1 in the IDDES region.

The impact of the commutation term on the modeled eddy viscosity is shown in Fig. 3. A quick reduction of the
turbulent viscosity is obtained across the interface due to the commutation term, where the reduced eddy viscosity
levels reaches the downstream developed levels within 1𝛿. If no commutation term is applied, the IDDES has to be
forced to WMLES mode in order to reduce the upstream RANS level viscosity. However, the reduction is relatively
much slower compared to using the commutation term, where the fully developed levels are reached within 6𝛿. If no
commutation term is applied and the model is not forced to be WMLES, the modeled eddy viscosity is not reduced at
all across the interface, but rather slightly increased compared to the upstream RANS levels. The reason is that the
excessive upstream RANS viscosity hinders the model to switch from the RANS length scale to the hybrid length scale,
since 𝑓𝑑𝑡 remains unmodified across the interface. By using the commutation term, 𝑓𝑑𝑡 is modified implicitly with the
reduced eddy viscosity, and can quickly switch to the hybrid length scale.

The positive impact of the commutation term is further verified in the response of the resolved shear stress (Fig. 4(a))
and resolved normal stresses (Fig. 4(b). When no commutation term is applied and without forcing the downstream
domain to be in WMLES mode, most of the fluctuations from the STG are damped within 2𝛿. A slight difference
is observed when using the commutation term for both zonal methods (i.e. setting 𝑓𝑑𝑡 to 1 in Eq. (6) or using the
standard expression given by Eq. (4)), but both agree very well with the stresses from the reference simulation. When no
commutation term is applied in the forced WMLES mode, a minor under prediction of the resolved stresses is observed.

In general, it is concluded that the positive response of using the commutation term at the wall-normal RANS-LES
interface together with the synthetic fluctuations from the STG are large and greatly improves the transition from
modeled RANS turbulence partly resolved turbulence in the downstream hybrid RANS-LES domain. Hence, the
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Fig. 3 Effect of commutation term applied at RANS-LES interface using M1 to inject fluctuations. Maximum
turbulent eddy viscosity for turbulent channel flow at 𝑅𝑒𝜏 = 5200. Colors correspond to legend in Fig. 2(a).
Green and red lines are on top of each other. Red and black lines are computed with no modification of 𝑙ℎ𝑦𝑏 in
Eq. (4), blue and green lines are computed with 𝑓𝑑𝑡 = 1 in the IDDES region.
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Fig. 4 Effect of commutation term applied at RANS-LES interface using M1 to inject fluctuations. Resolved
shear stress and RMS of resolved normal stresses for turbulent channel flow at 𝑅𝑒𝜏 = 5200. Profiles are taken 2𝛿
downstream of interface. Colors correspond to legend in Fig. 2(a). Red and black lines are computed with no
modification of 𝑙ℎ𝑦𝑏 in Eq. (4), blue and green lines are computed with 𝑓𝑑𝑡 = 1 in the IDDES region.

commutation term given by Eq. (17) for the 𝜈̃𝑡 -equation is important and is used at the interface for the remaining test
cases of this paper. 𝑓𝑑𝑡 is not forced to one but is computed from Eq. (6).

The second part to evaluate is considering the effects of imposing fluctuations at a wall-normal RANS-LES interface
using the different injection methods (M1 - M3) outlined in Section IV.A. The results are shown in Figs. 5 and 6. Fig.
5(a) shows the response in friction velocity across the interface. All three methods experiences a sudden decrease in
friction velocity across the interface, but remain within 5% for the entire downstream region. M2 experiences the
largest decrease and does not reach the developed conditions. Closest to the reference simulation is M3, which is a
superposition of the source term based on the time derivative and the virtual flux term based on the convective flux. The
mean velocity profile shown in Fig. 5(b), where all methods show similar agreement with the reference simulation,
measured 2𝛿 downstream of the interface.

The effect of the different injection methods on the resolved stresses is shown in Fig. 6(a) and 6(b), where the
profiles are measured 2𝛿 downstream of the interface. A slight overestimation of the maximum value of resolved
shear stress is observed for M1 and M3, but similar results are also reported in the work by Shur et al. [2], where the
fluctutations are imposed at an inlet. M2 captures the near wall shear stress quite good but deviates more from the
reference simulation further away from the wall. The same trends can be observed in the resolved normal stresses in Fig.
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Fig. 5 Effect of different injection methods applied at RANS-LES interface. Friction velocity and mean velocity
profile for turbulent channel flow at 𝑅𝑒𝜏 = 5200. Velocity profile taken at 2𝛿 downstream of interface.

6(b), where M2 under predicts all normal stresses, M1 captures the streamwise stress very good and M3 gives a slight
over estimation of the streamwise stress.
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Fig. 6 Effect of different injection methods applied at RANS-LES interface. Resolved shear stress and RMS of
resolved normal stresses for turbulent channel flow at 𝑅𝑒𝜏 = 5200. Profiles are taken 2𝛿 downstream of interface.
Colors correspond to legend in Fig. 5(a).

B. Zero-Pressure-Gradient Turbulent Boundary Layer at 𝑅𝑒𝜃 ≥ 3000
The spatially developing zero-pressure-gradient (ZPG) turbulent boundary layer over a smooth flat plate is simulated

using an zonal RANS-LES approach. The Reynolds number range covered by the simulation is approximately
3000 ≤ 𝑅𝑒𝜃 ≤ 6000, where 𝜃 is the momentum thickness. The Mach number based on the free stream velocity is
𝑀0 = 0.2. Profiles of 𝑢, 𝑣 and 𝜈𝑡 from a precursor RANS simulation using the SA model is prescribed at the inlet
boundary. An initial RANS region is prescribed by forcing 𝑙ℎ𝑦𝑏 = 𝑙𝑅𝐴𝑁𝑆 in Eq. (4), and an embedded interface is
prescribed at 𝑥/𝛿0 = 4, where 𝛿0 is the initial boundary layer thickness. Downstream of this interface, the IDDES length
scale in Eq. (4) is unmodified. Synthetic turbulent fluctuations from the STG given by Eq. (2) and the commutation
term given by Eq. (17) for the SA-model are imposed at the embedded interface to obtain a rapid development of
downstream turbulence-resolving LES flow.

The grid used for the simulation is designed by Onera in the EU-FP7 Go4Hybrid and the Garteur AG54 projects. The
dimensions of the computational domain in the streamwise, spanwise and in the wall-normal directions are, respectively,
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𝐿𝑥 = 113𝛿0, 𝐿𝑧 = 5𝛿0 and 𝐿𝑦 = 52𝛿0. The computational domain is discretized using 587 × 127 × 103 cells, which
gives 7.8𝑀 cells. The wall units are (Δ𝑥+,Δ𝑦+,Δ𝑧+) = (100 − 200, 2, 50). Note that for 𝑥/𝛿0 > 77, grid cells are
stretched in the streamwise direction in order to progressively damp the turbulent fluctuations. This procedure is
common to ensure that the domain of interest is free from wave reflections from the outlet.
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Fig. 7 Effect of different injection methods applied at RANS-LES interface. Skin friction coefficient for ZPG
boundary layer at 𝑅𝑒𝜃 ≥ 3000. Results compared with Coles-Fernholz correlation [32].

The injection methods M1-M3 are assessed by imposing the fluctuations from the STG at the wall-normal RANS-LES
interface. Fig. 7 shows the resulting skin friction coefficient in comparison with the Coles-Fernholz correlation [32].
Compared to results for the developing channel flow case 5(a), the methods show larger differences for this flow case.
M1 gives a drop in the skin friction, a rapid increase and then a transition region to reach the correct trend according
to the correlation after approximately 20𝛿0 from the interface. On the other hand, M2 experiences a sudden increase
across the interface, but shows a similar adaption trend as M2. M3 over estimates the skin friction initially but reaches
developed flow conditions much quicker than the other two methods. The correct trend of M3 is reached after 7𝛿0, a
clear improvement compared to M1 and M2. However, it is important to highlight that all methods are within a 5%
margin after 5𝛿0 from the reference correlation, and give a correct decay of the skin friction further downstream in the
boundary layer, as shown in Fig. 7(a).
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Fig. 8 Effect of different injection methods applied at RANS-LES interface. Mean velocity profile compared
with DNS data [33] for ZPG boundary layer at 𝑅𝑒𝜃 ≥ 3000.

The difference between the methods with respect to the mean velocity profile and resolved stresses measured at
𝑅𝑒𝜃 = 4060 are very small and yield similar small deviation from DNS [33], as shown in Figs. 8 and 9.
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Fig. 9 Effect of different injection methods applied at RANS-LES interface. Total shear stress and RMS of
resolved normal stresses compared with DNS data [33] for ZPG boundary layer at 𝑅𝑒𝜃 ≥ 3000.

VI. Summary and Conclusions
A sensitivity study on different formulations of synthetic turbulence has been conducted, which is imposed at the

RANS-LES interface for zonal RANS-LES computations in order to mitigate the grey-area problem in the LES region,
has been made in a compressible flow solver. Three injection methods have been implemented, where the synthetic
turbulent fluctuations is numerically represented by means of, respectively, a volumetric source term, a virtual flux
term, or a combination of thereof. The three methods were implemented by imposing the fluctuations (in the form of a
source term, a flux term or a combination thereof) at an embedded wall-normal RANS-LES interface. Additionally, a
formulation based on the commutation error for the convective term at the RANS-LES interface has been derived for the
Spalart-Allmaras turbulence model, in order to reduce the modeled turbulent viscosity across the RANS-LES interface.
This formulation is expressed as a source term, and is free from model dependent parameters. The three injection
methods and the commutation term have been verified in embedded RANS-LES using SA-IDDES in a turbulent channel
flow at 𝑅𝑒𝜏 = 5200 and zero-pressure-gradient boundary layer at 𝑅𝑒𝜃 ≥ 3000.

The commutation term is able to effectively reduce the upstream RANS levels of turbulent viscosity to LES levels
of turbulent viscosity across the embedded interface for the turbulent channel flow case. The transition occurs over a
distance shorter than 1𝛿, where 𝛿 is the channel half width. The same effect can be achieved by forcing the IDDES to be
in WMLES mode, however, this delays the transition length to above 4𝛿. If no commutation term is applied, or no
explicit forcing of the IDDES to WMLES mode, the turbulent viscosity remains in RANS levels across the interface and
dampens the fluctuations imposed by the STG, effectively driving the IDDES towards the RANS mode. Thus, it is
concluded that the commutation term works very well and does not require any manual manipulation of the IDDES to
force it to WMLES mode.

All the three injection methods perform very well for the turbulent channel flow case, where the virtual flux based
method and the combination of the virtual flux term and the source term give nearly identical results. The two methods
are able to reproduce reference simulation friction velocity within 1𝛿 downstream from the interface. By using only the
source term, the friction velocity does not fully recover for the downstream computational domain. The deviation is
although very small (less than 5%) compared to the reference simulation.

In the simulation of the boundary layer flow, the discrepancy between the different injection methods are relatively
large. The shortest recovery length with a well predicted skin friction level is produced by the combined flux and source
term method. The other two approaches yield similar recovery lengths, considerably longer compared to the combined
approach (7𝛿0 compared to 20𝛿0, where 𝛿0 is the initial boundary layer thickness). However, all the simulations that are
presented predict a skin friction distribution within 5% compared to the Coles-Fernholz correlation, which is used as a
reference. Good agreement with DNS data further downstream is achieved for all simulation, with respect to mean
velocity profile and resolved Reynolds stresses.
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