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Abstract

In this work, simplified Navier-Stokes equations using thin boundary layer
approximations are used as a tool to provide large eddy simulations with
proper reliable wall boundary conditions. The usual restriction of using LES
in near-wall regions where the scales of turbulence break down to very small
scales, usually comparable to wall distance, is the motivation for implement-
ing such hybrid schemes which result in a considerable cut down on com-
putational resources needed and therefore faster simulations, while accuracy
can still be maintained in a satisfactory level. In this investigation, turbulent
thin boundary layer equations are implemented to a large eddy simulation
in-house code used for simulations of incompressible flows. The resulted hy-
brid scheme is applied to a benchmark case. The case investigated is the
fully developed channel flow. The results obtained are compared to Log-
Law and DNS of channel flow. A brief discussion about different terms in
the boundary layer equations and their role in the accuracy of the results
is carried out. Several simulations are done and several interesting features
are pointed out including the performance of the method at high Reynolds
numbers and the effect of matching point location which is important for
hybrid schemes. Also, the sensitivity of the simulations to the eddy viscosity
formulation is investigated by applying a number of different formulations
including two zero and a one equation model. At the end, a CPU time com-
parison between different simulations using different eddy viscosity models
has also been made.

Keywords: Hybrid Scheme, LES, Thin Boundary Layer, Channel
Flow
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Nomenclature

Upper-case Roman

A

J
I,J.K
By
P,Q
Re,

K

Umi

U.

Lower-case

Lower-case

Van-Driest constant

Jacobian of transformation

Node numbers in z, y and z direction
Turbulence production term

Grid generation forcing terms

Free stream pressure

Reynolds number based on shear velocity
Turbulent kinetic energy

First LES node velocity

Wall shear veolcity

Roman

Nepper Number

Grid generation forcing terms
Time

Velocity components

Friction velocity

Cartesian directions

y Matching point distance

y distance in wall units

Greek

a, B,y Grid generation parameters

v Kinematic viscosity

vy Turbulent eddy viscosity

En Computational space variables
) Channel half width

K Von Karman constant

2,8y, M2,y Metrics of transformation
Abbreviations

LES Large eddy simulation



RANS Reynolds averaged Navier Stokes

Re Reynolds number

SOR Successive over relaxation
TBLE Thin boundary layer equations
Subscripts

1 Direction, node number

w Wall

Superscripts

i

Denotes a dummy variable

Symbols

Spatial filtering
~ Approximation
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Chapter 1

Introduction

Nowadays, LES! has become a very popular tool to deal with certain
turbulent problems and is going to become a good replacement for RANS?
models as the computers become more powerful.

If we make a comparison between LES and RANS in terms of computa-
tional cost, LES is about 50-500 times more expensive than the conventional
RANS models [1] (depending on the geometry), but if we compare them in
terms of accuracy and capabilities LES is much superior to RANS especially
in large scale dominated flows. The reason is that we use modeling for fewer
scales of motion while in RANS we model all the turbulent scales. But, there
are still some difficulties with problems involving walls. As we get close to
the walls, the scales of turbulence are reduced to smaller scales, therefore we
need more resolution to capture what is going on and that is a drawback
for LES, because computational expenses grow dramatically, getting close to
DNS3.

Consider the simple channel flow, as an example. It is estimated that the
number of grid points needed to resolve a channel flow properly with LES,
scales approximately as: Re? [2]. Almost all of the points have to be clustered
near the surface and the time step used should also be reduced very much.
For example, for a channel flow with a fairly moderate friction Reynolds
number of Re, = 1000, 70% of the grid points has to be located near wall
locations, while this area is only 10% of the channel cross section [1].

This problem has made engineers to invent and try to implement models
for near wall regions in LES simulations. One of the early attempts was
made by Deardorff [3], who implemented wall functions as a near wall model
for LES. This approach works fairly good for non-separating flows and has

Large Eddy Simulation
2Reynolds Averaged Navier Stokes
3Direct Numerical Simulation
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some restrictions. Another approach is to use hybrid schemes [4]. In hy-
brid schemes, the core flow is resolved using LES with coarse mesh and the
near wall region is modeled using unsteady RANS models. Therefore the
boundary condition for the LES is provided by URANS and vice versa.

Implementation of a subdivision of hybrid schemes to large eddy simula-
tions is the topic of this project. In this effort, approximate thin boundary
layer equations (TBLE) are solved with different turbulence models such as
different zero equations and a one equation model. This approach is imple-
mented to the CALC-BFC 4 code and simulations have been done for the
case of a channel flow for different Reynolds numbers. A comparison to the
universal log-law is made and the benefits of the method are pointed out
in terms of CPU time. This is followed by a discussion of importance of
different terms in the TBLE.

4In-house code, developed for solving incompressible three-dimensional flows



Chapter 2

Large eddy simulation

2.1 Introduction

Large eddy simulation, or LES in short, was first proposed in 1960s and
used later by Josef Smagorinsky for meteorological applications. The idea
of the method is to resolve the non-isotropic large scales, which depend on
the shape of boundaries and flow characteristics, and to model the remaining
small scales, which are assumed to be isotropic and can be modeled without
loosing much information by introducing an element of modeling using an
eddy viscosity model.

2.2 (Governing equations

Incompressible Navier Stokes equations in three dimensions along with
the continuity equation can be written in the following form:

Ou;  duu; 1 0p 0%u; .
ot u; p Oz * V@x]@xj’ t=123 (2.1)
0ui

N 2.2
o, 0 (2.2)

where Einstein summation convention is applied over the repeated indices in
every expression. Filtering Eq. (2.1) in space gives:

aﬂi Juiuj 1 82_9 02@
+ [

or:

8@1' + 8ﬂiﬂj - 1 82_9 82ﬂi . 87'@'

ot 0w, pom  owon, o, (2.4)

3



A Hybrid LES - Thin Boundary Layer Equations Method for Simulation of
Attached and Recirculating Flows

where:
Tz’j :W—ﬂzﬂ] (25)

7;; is the effect of unresolved turbulence which is called sub-grid scale (SGS)
turbulence. It is assumed that the eddies in the SGS level are isotropic and
are modeled as follows:

2 _

Tz’j — gémTkk = _2Vt5ij (26)

where the filtered rate of strain tensor is:

% =3 (5, ) o
2.3 Sub-grid scale modeling in the LES re-

gion

The sub-grid scale model used here in the LES region is based on the
following formulation of the sub-grid scale turbulent kinetic energy (see[5]):

9% 8ﬂjl{; - P ok 3/2
o + o1, = 8—1’3 |:(I/ + Vt)ﬁ—%} + P — CET (2.8)
P, = —7;Sij, Tij = —2vrSy

v, = 0.07VKIl, C.=1.05
I = (AA,A)?

2.4 Numerical method

In the simulations here, we have used finite volume technique in a body
fitted coordinate system [6]. When finite volume techniques are used, an
implicit filtering is automatically applied, therefore an explicit filtering is
not required. When Eq. (2.1) is discretized it becomes:

1 opn+1 1 au™

't =+ AtH (u),uptt) — ;ozAt 7 p (1—a)At o,

(2.9)

Here, H (ﬂ?, U?“) includes convection and viscous as well as subgrid stresses.

a is set to 0.5 for the second order Crank-Nicholson time discretization
scheme. Second order central differences are used for spatial discretization

4
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of all terms containing spatial differentiations. Solution of Eq. (2.9) will not
satisfy continuity. Therefore, an intermediate velocity field is computed by
subtracting the implicit part of the pressure gradient. This gives:

1 a—n+1
a = 4 Sant L (2.10)

P Ox;

Next, the divergence of Eq. (2.10) is taken and the continuity requirement
is imposed for the face velocities (obtained by using linear interpolation on
time level n 4 1). Finally, we arrive at:

82ﬁn+1 _ p 8H;f

(2.11)

The numerical procedure is summarized as follows [7]:
1. Solve the filtered Navier-Stokes equations for @, 7 and .
2. Create an intermediate velocity field from Eq. (2.10).

3. The poisson equation of (2.11) is solved using an efficient multi grid
solver [8].

4. Compute the face velocities (which satisfy continuity) from the pressure
and the intermediate velocity as:

1 aPn—l—l
'l = Uy, — —alt < ) (2.12)
b 9 p axz f

5. Steps 1 to 4 are performed repeatedly until convergence is reached.
6. Turbulent viscosity is computed.

7. Next time step.

2.4.1 Time advancement

Time advancement is an important issue in large eddy simulations both
in the numerical restrictions and the issues regarding the turbulence itself.
There are three time-scales that should be taken care of. The first is the
stability limit with respect to the numerical scheme involved which can be
formulated using the Courant Fredrisch Levy, or C'F'L for short, condition
(At = CFLAx Ju). The second is called viscous condition that requires the
time step to be At, = odAy?/v where o depends on the time advancement

5
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technique used (eg. Crank-Nicolson or Runge-Kutta). The last condition
expresses the physical importance of the time advancement with respect to
the turbulence scales that are going to be resolved. This is expressed as:
7 = Az /U, and U, is the convective velocity that has to be chosen to be a
characteristic velocity of the order of the free stream velocity, as an example.



Chapter 3

Near wall modeling for LES
using TBLE

3.1 Introduction

As it was pointed out in the introduction, LES is incapable to resolve
wall encountered flows unless on a reasonably fine mesh, which makes it
very expensive for many computational applications. It was also mentioned
that this problem can be solved with reasonable accuracy using wall models
for some problems. In this chapter a special wall model which is based on
boundary layer approximations is presented. We refer to these equations as
TBLE here after for convenience.

3.2 Turbulent boundary layer equations

TBLE equations are based on boundary layer assumptions. According to
these assumptions, viscous derivatives in the stream-wise and span-wise di-
rections are neglected and the pressure is assumed to be constant in the wall
normal direction. This latter approximation implies that the pressure gradi-
ent in TBLE cells can be approximately replaced by that of the outer flow
in their interface. Applying these simplifications to Navier-Stokes equations
we get:

ou | i) _ 0P 0%

ot Ox; ox; T oy?’ (¢ 3) (3.1)
Where w5 is found from the continuity equation:
Y Ol
U=— | Ly, (i=1,3) (3.2)
0 axz
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In these equations ~ represents spatial or time filtering. As usual for turbu-
lent calculations, the term w;u; is to be modeled and we can approximate it
as we do in RANS. The wu;us component of this term is modeled as:

P ou;
Uity — Ujly ~ —Vy 81; (3.3)

The remaining terms are simply chosen to be:
O(uuy)  O(uiwn)  O(ujuz)  O(uius) (3.4)

ox or ' 0z 0z

According to [9], adding eddy viscosity models for these terms would not
change the statistics very much. Adding these terms and substituting them
in Eq. (3.1) yields:

Oi; | O(uiiy) | 0Py _ O (Hy)fm ?
ot ox; dx; Oy oy |’

=1,3) (3.5)

Eq. (3.5) is the governing equation we intend to use to provide LES with
a boundary condition. In Eq. (3.5) P, is the pressure which is calculated
from the outer LES solved flow. This pressure gradient is fixed in TBLE
equations which greatly simplifies our calculations and cuts off many of the
usual pressure calculations that exist in hybrid RANS-LES methods.

3.3 Grid used for solving TBLE

TBLE is solved on a grid embedded in the first LES cell. A schematic of
the grid is shown in Fig. 3.1. As it is shown in this figure, the first LES node
is subdivided into a number of cells. These embedded cells serve as the mesh
we need to solve Eq. (3.5) using control volume approach. In order for the
first node to be located below y* = 1, a simple stretching is performed in
the wall normal direction. In our calculations, number of nodes necessary to
solve TBLE were fixed to 30 which seems to be sufficient for high Reynolds
number simulations.

3.4 Boundary conditions for TBLE

On the wall, the usual no-slip boundary condition is employed, while on
the last node of TBLE the values from the first LES node are directly taken

8
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TBLE Nodes
@)

LES Nodes

©)
®)

O O O Q
| X 4« Cell Fac

P77 O
Channel wall I

77077

wall

Figure 3.1: Schematic of the computational strategy

as boundary conditions both for v and w equations. This can be shown in
the following notation:

U;(0) =0,  Ui(Ym) = Uni (3.6)

Where U,,; is the velocity component in the first node of the LES compu-
tation. In the case where we use a one equation model to approximate the
eddy viscosity in the TBLE, a boundary condition for the kinetic energy is
needed. This boundary condition is set to zero at the wall and equal to the
LES kinetic energy at the first LES node.

3.5 Boundary conditions for LES

Two types of boundary conditions are passed from TBLE to LES. The
first one is the shear stress at the wall which is predicted by TBLE, and is
passed to LES in form of an eddy viscosity. The formulation is as follows:

ULges

v, = Twa 3.7
YLES ! ( )

The other value that is passed to LES is the kinetic energy needed for calcu-
lation of the eddy viscosity in the core LES region. If kinetic energy is also
solved in the TBLE calculations the calculated values of kinetic energy is
then volume averaged over each column of TBLE grids and is passed to the
LES solver as a boundary condition for solving subgrid scale kinetic energy
equation for its first off-wall node.
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If kinetic energy is not solved in TBLE, then the boundary condition is
predicted using the following relation (according to [6]):

K =C,%°U? (3.8)

3.6 Eddy viscosity formulation

Three different formulations are used for eddy viscosity calculation. These
formulations differ from a range of different zero equation models to a one
equation model as follows:

1. A zero equation model with Van-Driest damping function. This for-
mulation can be represented as:
Vy

*- e [1— emp(—er/A)}Z (3.9)

Where k = 1/e ~ 0.41, A = 19 and y™ = wu,y/v is the distance from
the wall, in wall units.

2. A zero equation model based on the following formulation:
vy = (C X Sﬂ)2 x S
S, = ExXyxf,

1 L 0.33
fﬂ = tanh [1 (g) ]
C = 09, r=041

3. A one equation model based on [10]. The formulation is as follows:

OK O(u;K) 0 oK K372
— = — — P, —Ci—— 3.11
ot " or, oy l(””t)ay}* ; z (3.11)
where, the corresponding parameters are:
P, = 25;S;
1/2
I =y [1—exp (—Alkyy)} (3.12)

1/2
v, = C’Hk:l/zy {1 — exp (—Auk y)]
v
C. = 0416, C,=022, A,=0.016, A =0.263

The last two terms in Eq. (3.11) are the production and dissipation of kinetic
energy respectively.

10
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3.7 Numerical method

Control volume approach is used to solve Eq. (3.5) numerically. Here only
the derivations for the z direction equation will be presented. Assuming a
cartesian grid, Eq. (3.5) can be written in z direction as:

du N d(uu,) N oP, 0 (v )@
ot ox, or Oy Y oy
Integration of Eq. (3.13) yields:

t+At a9~ t+At ~~ t+At
// a—dth—ir// 88 dth+// aialValt
g

/ /HM o [ v+ 1) 8y} dvat (3.14)

3.7.1 Spatial discretization

(3.13)

Integrating Eq. (3.14) further and assuming pressure to be constant across
the boundary layer, we will have:

(a, — ~°) AV =8 AVAt+/ /HN — (v + I/t)aN dVdt
P oy oy

0P, 1 J(uu;)
S = -2 - /V ol (3.15)

where, the convective term has been explicitly integrated and imposed in the
Sy term. Also, up is the value of velocity obtained at node P in the old time
step. Integration of the diffusion term yields:

~ ou ou
(a, — ) AV = S,AV AL + { [(V + Vt)a—y] - [(V + Vt)a—y] s} AzAzAt

9P, 1 [ O(uw)
Su=—7 — 5 /V o dv (3.16)

Now we divide by At and discretize the derivatives using central differences:
(ﬂp — ﬂ;) ao = S,AV + D, (uy —up) — Dy (up — ug)| AxAz

0P, 1 [ O(uuy)
Su= 2" - 57 / Tl (3.17)

v+ v+ AV
D, = D, = = ——
" < oy )n’ * ( 5y )S’ “ At

where n and s subscripts, denote the north and south face values in the
control volume approach, while N, S and P denote the nodal values of north
south and P nodes.

11
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3.7.2 Time discretization

Up to here, all the variables are considered to be evaluated at the current
time step. This gives us a first order accuracy in time and an implicit scheme.
But, in the numerical code developed, the discretization used for time in the
numerical procedure is capable of providing both first and second order,
Crank-Nicolson method, to the user. It is easy to implement such a variable
formulation for time discretization through the introduction of the variable
a as follows (see [11]):

(ﬁp — ﬂ;) a. = S, AV + |aD, (uxy —up) + (1 — a)D,, (uy — up)] ABAS)
— [aD, (iip — @is) — (1 - a)D, (@ — 3)] AzAz

where all the terms indicated by o are from the old time step and will be put
later in the source term S,. Doing so we will have:

apt, = anuy + agug+ S,AV (3.19)
ay = aD,AzAz
as = aDAxAz
ap = ao+ aD,AxzAz+ aD,AxAz = a, + ay + ag
5, = ~2lmay / OLIt,;) oy
Oz v Ox;
+ (1= a)ArAz[D, (uy —up) — D, (up — ug)] + a.u

All the convective parts in Eq. (3.5) are modeled explicitly. This approach is
chosen to decrease the numerical effort. Also, in all the simulations carried

out here, the Crank-Nicolson method is used as time discretiztion by setting
a = 0.5.

12



Chapter 4

Channel flow simulations

4.1 Introduction

Derivation of equations of TBLE was discussed in the previous chapters.
This method was applied for a number of fully developed channel flow large
eddy simulations. The purpose of the simulations was to determine the
capabilities of this method. However, it was known to us that the method
would give reasonable results for an attached flow such as a channel flow.
Therefore a lot of efforts were put to find better solutions and probably a
better understanding of the weaknesses of the method. All the simulations
were compared to the log-law velocity profile.

4.2 Domain specification and LES nodes

Channel domain and the corresponding grid points are shown in table 4.1.
Different Reynolds numbers are also indicated in this table. To fix matching
point, stretching is used in the LES grid and the corresponding stretching
factor is also mentioned.

4.3 Different Reynolds numbers

In this section, the scheme is used for simulation of flows with different
Reynolds numbers based on the friction velocity, U, and the channel half-
width, 0, which is one. Simulations are done for Re, = 2000, Re, = 4000
and Re, = 8000. Fig. 4.1 shows the velocity profiles obtained for these
Reynolds numbers. The results loose their accuracy as the Reynolds number
is increased. This is due to the fact that number of LES nodes is kept constant

13
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Table 4.1: Domain specification and number of LES grid nodes

Re, | (x xy X 2), .| Stretching Factor | yt | (I xJxK),
2000 6.4x2x3.2 1.00 30.3 34x66x34
4000 6.4x2x3.2 1.04 30.0 34x66x34
4000 6.4x2x3.2 1.03 40.0 34x66x34
4000 6.4x2x3.2 1.01 50.0 34x66x34
4000 6.4x2x3.2 1.03 60.0 34x50x34
8000 6.4x2x3.2 1.08 30.0 34x66x34

for different simulations. Therefore, the poor grid quality on the LES side
can not provide solutions at higher Reynolds numbers as accurate as in lower
Reynolds numbers. The deviation starts from y* > 30 which is the matching
point between LES and TBLE. The deviation imposes a downward shift on
the velocity profile. It is interesting to point out the fact that, when the
matching point is increased. eg. from y* = 30 to y™ = 60, the velocity
profile shifts up. This is further discussed in the next section.

— Re, = 2000
--- Re, = 4000
40 -~ Re, = 8000

Figure 4.1: Velocity profiles for different Reynolds numbers - Re., y: = 30

14
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4.4 Matching point specification

An important issue when using hybrid schemes for LES, is to specify a
matching point for the two schemes. Here, different matching points (y;") are
assumed and the results are shown in Fig. 4.2. The intension here is to put
the matching point somewhere out of the viscous sublayer. We know that it
should be somewhere with yt > 30 where, viscosity effects are gone. It is
better to place it well outside this limit but other issues are to be considered
and a compromise leads us to the final decision. As it is seen in Fig. 4.2
a suitable position should be y™ = 50 or y* = 60. It is observed that the
results become better by increasing y, this is due to the fact that when we go
further out from the viscous sublayer the effect of viscosity is more and more
vanished. As it was pointed out previously, for higher Reynolds numbers
and when the matching point is taken to be farther away from the surface
the results get better. This could be due to the fact that better shear stress
is provided by TBLE to LES because of a better position of the matching
point.

Figure 4.2: Velocity profiles for different matching points - Re, = 4000

15
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4.5 Choice of eddy viscosity model

At the very beginning it was assumed that the choice of eddy viscosity
model in the TBLE region would result in different velocity profiles. But
it turned out later that there is no big difference, at least in the accuracy
of the velocity profiles. This is shown in Figs. 4.3 and 4.4. Therefore, no
further conclusion can be drawn. One reason could be the simplicity of the
geometry which makes the need of a more sophisticated modeling redundant.
The other could be that the eddy viscosity calculated from the zero equation
models are very well tuned for this case and if a more difficult case is studied
the difference would show up. This is pointed out in reference [12] where it is
shown that the shear stress computed using a zero equation model could be
over predicted and a dynamic adjustment of the damping function appears
to be necessary. On the other hand, the one equation model used here is
compatible with the one used in the LES solver and it has some advantage
in other flow cases.

4.6 Importance of different terms

It is a very important issue to know the importance of different terms in
TBLE equations. Here, the investigation was started by only considering the
diffusion term in TBLE equations and then adding the pressure term and the
convective term later. It was observed that adding these extra terms to the
governing equations would not lead to considerable change in the velocity
profile, at least for our current channel flow. The result is shown in Fig. 4.5
which shows the same conclusion. It can be seen that the most dominant
term is the diffusion term. Therefore, it seems very reasonable for the results
to be independent of the choice of including or excluding the convective term.
The other point is the insignificance of the pressure gradient which can play
a big role in simulations involving large pressure variations.

4.7 TBLE and additional computational time

It has been proven that the combination of TBLE and LES is much
cheaper than a wall resolved LES. In this section CPU time used for different
simulations described here is discussed regardless of the quality of the results.
The results are shown in table 4.2. It was assumed that a fully resolved LES
is indeed much more expensive than the current approach, therefore the
table does not include the data of such a simulation. What is shown in the
column CPU time per iteration in seconds is the time spent in each iteration
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— Zero equation model 1
25---- Zero equation model 2 :
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Figure 4.3: Velocity profiles for different eddy viscosity models - Re, = 8000,
yh =30
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Figure 4.4: Velocity profiles for different eddy viscosity models - Re, = 2000,
Ym =50
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Figure 4.5: Velocity profiles for different versions of TBLE scheme - Re, =
4000
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Figure 4.6: Different terms in Eq. (3.1) - Re, = 4000
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Table 4.2: CPU time comparison

Re., Eddy viscosity model y- | CPU time per iteration in seconds
2000 Zero Equation Model 1 30.3 0.45
2000 Zero Equation Model II 30.0 0.48
2000 | Zero Equation Model IT (Sub. Iter.) | 30.0 0.84
2000 One Equation Model 50.0 0.71
4000 Zero Equation Model I 30.3 0.65
4000 Zero Equation Model 11 30.0 0.8
4000 One Equation Model 50.0 0.92
8000 Zero Equation Model 1 30.0 0.7
8000 Zero Equation Model II 30.0 0.67
8000 One Equation Model 30.0 0.82

of a time step, every time step consists of several iterations. It was observed,
according to table 4.2, that as it was expected, using a one equation model
for calculation of the eddy viscosity has an impact on the CPU time spent in
every iteration. It is also observed that the matching point has also an effect
that could be minor.

Another point that has to be emphasized on is that since the shear stress
at the wall depends on the velocity and the velocity calculated from TBLE
also depends on the shear stress at the wall implicitly, it seems that some
iterations has to be made, in order to make velocity and shear stress con-
sistent. The impact of this extra iterations is shown in the table for the
case of zero equation model II in the column followed by Sub. Iter. in the
parentheses. Here we find that the effect of such an extra work is significant,
while it does not make any difference in terms of accuracy.
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Chapter 5

Other hybrid methods

5.1 Introduction

Using turbulent simplified boundary layer equations as a wall model for
large eddy simulations is a subcategory of a general category called hybrid
methods. In this chapter other hybrid methods are discussed very briefly.

5.2 Detached eddy simulations

The advent of Hybrid RANS-LES methods could be traced back to De-
tached Eddy Simulations (DES) which were introduced by Spalart[13] in
1997. The method is based on a mixture of RANS and LES where attached
boundaries are solved using the one equation Spalart-Allmaras RANS and
separated parts of the flow are solved using LES. The LES in the core re-
gion uses the one equation SGS model by switching the length scale to the
local grid spacing. The idea behind such a reasoning is that in the attached
flow areas, where a well-tuned RANS gives good results, there is no need to
use an expensive LES, while in the areas where large scales are present and
especially in the areas where separation happens, where LES is well-known
to handle better, LES is used. This approach leads to a considerable reduc-
tion in the computational expenses. Lots of good performance of such an
approach is reported in the literature (eg. [14] and [15]). On the contrary, it
has been found that such an approach does not give good results for attached
flows [16].
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5.3 Hybrid RANS-LES methods

As it was described in the previous section, DES has already opened the
way for such hybrid methods. But why is a hybrid method necessary? The
answer is described below:

It is well known that in order to resolve the near wall turbulence correctly,
we need to have fine grid in normal as well as transverse and longitudinal
directions. For example, the wall normal resolution should be y* = 1 in wall
units. Also Az™ =100 (streamwise) and Az* = 20 (spanwise). This resolu-
tion demanding characteristic of LES is a big draw-back for its application.
While RANS methods have the same restriction in wall normal direction,
they do not have such restrictions in other directions. This is very conve-
nient in terms of implementation for different applications but RANS proves
to be not good in separated flow predictions. Therefore, a blend of the two
methods could be very successful.

One important thing about hybrid methods is the specification of match-
ing points between the two methods. The matching point should be placed
in the logarithmic part of the boundary layer where the flow is fully turbulent
and coarse grid spacing in planes parallel to the walls is adequate for LES,
since the grid spacing is determined by the requirement of resolving the mean
flow rather than resolving the near wall turbulent process that is going on.
While successful in simulation of different flow problems, there exists some
shortcomings and difficulties. For example when using hybrid RANS-LES
approach for turbulent channel flow, if one compares the modeled turbulent
kinetic energy, it could be observed that while in the RANS region the mod-
eled kinetic energy agrees well with the reality, the resolved kinetic energy
is as large as the modeled one. Therefore, the total kinetic energy is much
larger than its actual value.

5.4 Dynamic wall modeling using TBLE

In the simulations reported in the literature it is often pointed out that
when using TBLE as a wall model and in complex geometries, the shear
stress provided to LES is often over predicted. Wang and Moin [12] proposed
a dynamic wall modeling based on equating the unresolved portions of the
stresses in the matching point interface using the following formulation:

(g = (i (1= ) (5.1
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From Eq. (5.1) k can be found to be

o= (i (1= e0)) 52)

where, <> denotes averaging in a homogenous direction and over a few
hundred time steps. This is done to smooth the data. A problem that arises
in this kind of modeling is the fact that the velocities at the first off-wall LES
nodes are not well defined and the eddy viscosity that is calculated based on
them is not reliable for computations as well. A remedy for this is to use the
velocities at the second off-wall LES nodes as the reference for computations
as is pointed out in [12].
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Chapter 6

Future work and unfinished
simulations

6.1 Introduction

Although, only channel flow simulations were foreseen for the current
study, the promising results obtained in the course of the project brought
this idea up to make simulations over more complicated geometries to put the
method to further test. In this regards, flow over a two-dimensional bump was
the first test case. The first step to perform the simulation was to generate
a mesh suitable for large eddy simulations that could have orthogonality
properties as well.

At the end we were successful to make simulations with the generated grid
in the hybrid mode but the results needed further attention and correction
which time did not allow us to accomplish. This chapter is an asset to this
work for the interested reader to follow the work on his/her own.

What is discussed here in this chapter is grid generation using elliptic
partial differential equations, in brief, followed by a description of the prob-
lem of the two-dimensional bump (see [17]). The purpose of the chapter
is to show how to make grid over a pre-defined set of boundary nodes and
it is demonstrated how to add certain characteristics such as boundary or-
thogonality to the grid. The grid could be further used for simulations with
geometries other than the simple channel.

6.2 Poisson equations for grid generation

Numerical grid generation is far different from the algebraic grid gener-
ation in the sense that a set of partial differential equations (PDE) has to
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be solved in order to generate a grid. The advantage of doing so would be
a smoother grid which also has better characteristics needed for a reliable
CFD simulation.

Poisson equations are often used for numerical grid generation. These
equations provide a flexible way for grid generation with orthogonality at
the boundaries which is important for CFD applications. Poisson equations
used here are:

oz + &y =P (6.1)
In order to solve the equations using finite differences,the equations have to

be transformed into a computational space where the discretization is carried
out. After the transformation, the equations become:

axee — 2BTey + YTy = —J° (Pre + Q) (6.3)
Yee — 20Yen + Yy = —J° (Pye + Quy) (6.4)
where:
a = $37 + yg (6.5)
B = Tery+ YeYy (6.6)
v o= xi+ys (6.7

P and @ are used as forcing terms to make grids orthogonal at the bound-
aries and to cluster them near surfaces where we have boundary layers and
more grid nodes are needed (See also [18] or [19]). J is the jacobian of the
transformation which is:

J = Yy — TnYe (6.8)

Other metrics of the transformation are defined as follows:

& = o
o= % (6.9)

Elliptic equations need specified boundary conditions for all boundaries.
Therefore all the nodes at all the boundaries should be fixed and pre-determined.
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Solving Egs. (6.3) and (6.4) using Eqs. (6.5) to (6.9) with specified bound-
ary conditions (nodes on the boundaries) generates a mesh that is not or-
thogonal to the boundaries. In order to have orthogonality on the surfaces,
the following restrictions on the forcing terms has to be applied [18]:

P(&,n) = p(&)e™ + r(&)ec(mmea—n)
Q(&,m) = q(§)e™ + s(§)e e (6.10)

where p, ¢, 7 and s are calculated by orthogonality and clustering conditions.
We do not mention all the details for the sake of brevity and only the final
equations are mentioned:

p(€) = {—y"Rl — x”RQ] (6.11)
J k=1
q(¢) = [_‘%Rl +%Rz} (6.12)
J k=1
where:
|~ (Oél’gg — 26%5 -+ Yx )
Ry = { 72 ! T LZl (6.13)
_ [ = (ayee — 2Byen + YY)
Ry = { i S LZI (6.14)

A similar set of equations can be applied for the other boundary where n =
Nmaz, Which are:

r(€) = {—%Rf” ;I"R4} (6.15)
k=kmaz
s(€) = {_‘%R‘O’j x§R4] (6.16)
k?:k?maac
where:
- —9

k:kmaz
R, — [— (e — 2J52ysn + ”Yynn)} (6.18)

k:kma;c

Now we have all the ingredients needed. The next step is to discretize equa-
tions using finite differences and use line-SOR! method to solve the dis-
cretized equations. Equations are solved for z and y.

ISuccessive Over Relaxation
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6.3 Two-dimensional bump geometry

The two-dimensional hill geometry is shown in Fig. 6.1. The geometry
dimensions are:

Ly/H =886 h/H =046, L/H =041, (L,—L1)/H=081, H=0.3(m)
—0.61/2 < z/H < 0.61/2

where 2z = 0.61 is the width of the channel in z direction (not shown in the
figure). It has to be mentioned that TBLE equations need to be solved in a

A

Ly

A
\i

Figure 6.1: Schematic of the Problem

body-fitted coordinate system. The boundary conditions and the method of
solving TBLE equations remain the same as was described in the previous
chapters. The inlet boundary condition for LES is obtained from a RANS
simulation, which is done before. The dynamic model of [12] proves to be
necessary. Also, averaging over a few iterations for the pressure gradient
passed by LES to TBLE is a necessity in the simulations.

6.4 Conclusion

In this work, a hybrid method was introduced which uses simplified turbu-
lent boundary layer equations to provide LES simulations with approximate
wall boundary conditions. Here, we successfully applied this hybrid method
to fully developed turbulent channel flow simulations and the results were
in good agreement with Log-law velocity profile. Comparison between data
from DNS was also performed for one case and the result was satisfactory.
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Simplified turbulent boundary layer equations that were used were ap-
plied in different ways. In the simplest form, only the diffusion and time
derivative terms were considered. Later on, the pressure gradient term and
the convective terms were added. It was observed that for the fully developed
channel flow simulations including or excluding these two latter terms does
not change the results very much. The effect of intermediate iterations were
considered to make eddy viscosity and velocity more consistent in the TBLE
region and it was observed, as is also reported in the literature, that it does
not make considerable difference.

Also different eddy viscosity models were used for TBLE equations. Two
zero equation models and a one equation model were tested and it was ob-
served that the choice of eddy viscosity does not affect the solution. A CPU
time comparison between using TBLE with each of the eddy viscosity mod-
els was also performed. At the end some proposals for continuation of this
research, by applying the method to a different flow geometry, was proposed.
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