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This work studies differences in sound generation and radiation between incompressible and compressible

flowfields at the correspondingMachnumber of 0.15 by evaluating the twodominant dipole terms in a temporal form

of Curle’s equation. The present work adds incompressible simulation results to a previously reported direct

simulation of an open two-dimensional cavity oscillating in wake mode. The length-to-depth ratio of the cavity is

L=D� 4, and the flow is considered to be laminar. TheReynolds number based on the cavity depth isReD � 1500. At

these conditions, the flow is characterized by large variations in the streamwise force coefficient, showing similarities

to a bluff-bodywake flow,whichmakes the present case an attractive candidate for an incompressible approach. The

root-mean-square levels of the two acoustic source terms show good agreement in the vicinity of the cavity, and the

agreement in the radiated sound is almost perfect when isolating the cavity walls in the surface integration. The

agreement in the radiated sound for the two flowfields is equally good when isolating the downstreamwall extending

from the cavity trailing edge and 10D downstream.However, when the surface integration comprises both the cavity

walls and the downstream wall, a major mismatch in the directivity arises, and it is shown that this mismatch is

primarily caused by an almost complete cancellation of the sources at the cavity bottom and the downstream wall in

the incompressible simulations.

I. Introduction

C AVITY flows have attracted many researchers over the years,
partly because of their industrial relevance for aircraft,

submarines, and ground vehicles, to mention a few examples, but
also because of their simple geometrical shape. In this work, the
unsteady flow and noise radiation of a two-dimensional open cavity
is investigated using an incompressible finite volume method. The
flow oscillates in wake mode and shows a resemblance to a bluff-
body wake flow with scales more comparable with the cavity
depth than the thickness of the free shear layer downstream of the
cavity leading edge. The flow is characterized by an abrupt increase
in the streamwise drag force above a critical width-to-depth ratio.
This makes the present case suitable for investigations of sound
generation and propagation with respect to the incompressible
assumption commonly used for external low-Mach-number flow
predictions.

Some reports on both experimental and numerical studies exist for
cavity flows oscillating in wake mode. In 1987, Gharib and Roshko
[1] conducted an experimental study of the streamwise drag force as a
function of the cavity length-to-depth ratio for an axisymmetric
cavity, laminar upstream conditions, and a nearly incompressible
flowfield. On the basis of their findings, they divided the flow
regimes into self-sustained oscillation modes and wake mode. Self-
sustained oscillation modes were characterized by low cavity drag
due to a self-regulating positioning of the mean-shear-layer
stagnation point at the cavity trailing edge.Above a critical length-to-

depth ratio, they found a sudden increase in the cavity drag due to the
onset of the wake-mode instability.

Compressible two-dimensional simulations of open cavities with
laminar upstream conditions were studied by Colonius et al. [2]. The
Mach number for their simulationswas 0.6 and theirfindings showed
a regime shift similar to that reported by Gharib and Roshko [1].
Their computational domain extended in the streamwise direction
from 5D upstream of the leading edge to 7D downstream of the
cavity trailing edge and 9D in the normal direction with the reso-
lution of roughly 100 nodes per unit length (D). Buffer zones were
applied over the inlet and outlet for an effective damping of
fluctuations. For the wake-mode regime, they identified an intense
acoustic upstream radiation, as for the shear-layer mode, but with
both higher amplitude and longer wavelength.

Shieh and Morris [3] conducted two-dimensional detached eddy
simulations (DES) and unsteady Reynolds-averaged Navier–Stokes
(URANS) for open two-dimensional cavities at two different length-
to-depth ratios. Their Mach numbers ranged from 0.4 to 0.6, and the
Reynolds number for their simulation was kept constant at 200,000
based on the freestream velocity and the cavity depth. Similar to
other laminar studies, a regime shift between shear-layer mode and
wake mode was also identified in their simulations.

Rowley et al. [4] conducted simulations as parameter studies of
Mach number, boundary-layer thickness, Reynolds number, and
the length-to-depth ratio. All of their simulations were solved in two
dimensions with laminar upstream boundary layers. Buffer zones
were used at the inlet, outlet, and far-field boundary. For most cases,
the outlet was located 10:6D downstream of the cavity leading edge,
and the inlet was placed 4:3D upstream of this position. In the normal
direction, the far-field boundary was located 9:2D above the cavity
leading edge. The resolution in their cases was approximately 90
nodes per unit length. They found no variation in the fundamental
frequency with respect to the investigated Mach numbers in their
wake-mode simulations, which implied that the wake mode is not a
result of acoustic feedback with respect to the shedding frequency.
They also found that the shedding frequency for the wake mode was
independent of the boundary-layer thickness, similar to the vortex
shedding behind bluff bodies.
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Larsson [5] and Larsson et al. [6] conducted two-dimensional
direct simulations for an open-cavity flow oscillating in wake mode.
They defined direct simulations as numerical simulations resolving
both the flow scales and the acoustic scales, and this definition will
also be used in this text. In all of their simulations, the Reynolds
number was kept constant at 1500, based on cavity depth and the
freestream velocity, and the ambient Mach number was 0.15. A
laminar-boundary-layer profile was applied at the inlet combined
with a buffer zone to prevent reflections. Buffer zones were
also applied at the outlet and the far-field boundary. The resolution
for all their cases was roughly 80 nodes per unit length (D) in the
vicinity of the cavity. Their smallest resolved domain extended from
�4:3D upstream to 19D downstream of the cavity leading edge,
and the largest domain extended from �4:3 to 58D in the stream-
wise direction. In the normal direction, the far-field boundary was
located at 10.5 and 12:5D for the two different domain sizes,
respectively. A comparison was then made of directly computed
noise with the corresponding results computed by a temporal form of
Curle’s analogy. Their findings in the flowfield showed qualitative
agreement with the results of both Gharib and Roshko [1] and
Rowley et al. [4]. Regarding the acoustic field, they found that the
region in the vicinity of the cavity trailing edge showed the highest
source levels. They also found that the downstream cavity wall
clearly contributed to the most-upstream-positioned observers, and
the first part of the downstream wall gave a major contribution to the
most-downstream-positioned observer. This finding supported the
results of both Rowley et al. [4] and Colonius [7], with a clear
upstream directivity caused by the cavity trailing edge due to the
violent ejection of large-scale vortices from the cavity.

A further study of the same case was conducted by Ask and
Davidson [8] in an attempt to find the noise generation and prop-
agation from an incompressible flowfield. A parameter study was
conducted of different time-step sizes and domain sizes and two
different second-order schemes. The overall conclusion was that the
levels of the two investigated dipole source terms showed good
agreement in the compressible and incompressible flowfields in the
vicinity of the cavity. High source levels were found at the outlet,
caused by strong vortices leaving the domain. The sound directivity,
however, showed a perfect match when restricting the surface
integration to the cavity walls, but adding the downstreamwall to the
source domain caused a difference of at most 6 dB, which motivated
the present work.

When computing flow-induced noise, the most straightforward
method is tomake a direct simulation.With this approach, it is at least
theoretically possible to directly measure sound emissions at any
position within the computational domain. However, this technique
puts huge demands on both numerical schemes and the imposed
boundary conditions, which increase with decreasingMach number.
If one instead is interested in finding the emissions at a point outside
the computational domain or from an incompressible flowfield, a
different strategy must be used. For flows in which walls are present,
a feasible method is to use either Ffowcs Williams and Hawkings’s
[9] or Curle’s analogy [10]. These two analogies are equivalent for
steady and impermeable integration surfaces. Acoustic analogies for
predicting sound radiation combined with incompressible flowfields
have gained in popularity in the past years for low-Mach-number
flows [11–14].

Incompressibility is a common assumption for low-Mach-number
hydrodynamic-dominated flowfields and is both widely used and
accepted in the computational fluid dynamics community. A
consequence of this assumption is, however, a sound field identical
to zero. The approach is instead to derive the acoustic analogy based
on the compressible set of equations and then assume that the
dominating sources of the low-Mach-number flowfield are approxi-
mately the same as the corresponding compressible sources.
Although the assumption is questionable with respect to sound
predictions, it has at least two benefits that make the approach
attractive. First, the governing set of equations is reduced through the
incompressible assumption, and second, larger time-step increments
can be taken. In direct simulations the time-step size is generally
limited by both the local sound wave propagation and the flow

convective speed. For low-Mach-number wall-bounded flows, the
limiting time-step size is the sound wave propagation.

The objectives of the present work are as follows:
1) Investigate, in comparison with previous incompressible

studies of this case, the effect of convection of strong vortices over
the outlet by means of applying a buffer zone at the outlet.

2) Gain a better understanding of the cause and effect of
discrepancies in the radiated sound field for the incompressible
treatment of the flowfield.

This paper is organized as follows. The next section describes the
methodology and numerics used for the incompressible simulations.
The open-cavity case is then presented, followed by the results. The
final section contains conclusions.

II. Methodology

The simulations conducted in this paper are considered to be
laminar (i.e., no turbulence model and laminar upstream conditions)
and are all two-dimensional.

A. Buffer-Zone Evaluation

Convection of strong vortices through the computational domain
can cause numerical problems when they pass the outlet. These
vortices can cause local backflow, with erroneous results as a
consequence. The wake-mode flow regime of the open cavity is such
a case. The remedy in these occasions is traditionally to extend the
domain far downstream, to increase the grid stretching or to change
the outlet boundary condition.

Here, an alternative solution to this problem is investigated by
adding dissipative source terms to the governing equations, which
are commonly referred to as buffer zones, fringe zones, or sponge
zones in the literature. This technique is predominantly used in direct
simulations to prevent soundwave reflections generated by the outlet
from polluting the sound field in the interior domain. The advantage
in compressible simulations is that both the flowfield and the sound
waves can be damped over the buffer zone when propagating toward
the outlet. In addition, pressure perturbations caused by the outlet
boundary condition can be damped when they are reflected back into
the domain through the buffer zone.

In incompressible simulations, no sound waves are present, and
distortions in the pressure will spread instantaneously in the whole
domain andmay contaminate the acoustic source terms. The purpose
of buffer zones in this context is instead to dissipate the vorticity by
forcing the velocities to reach a defined target level.

The test case used for the buffer-zone evaluation is a convected
vortex computed in two dimensions. This test case servesmainly as a
prestudy for the open-cavity case. Both geometrical dimensions and
physical properties are thus chosen to be as similar as possible. The
Reynolds number of Re� 1500 is based on the freestream velocity
U1 � 1:0, the density �� 1:0, and a unit length that, for now, is
denoted as D.

The computational domain is bounded by an inlet at x1 ��4:3D,
and the buffer-zone entrance plane or resolved domain outlet is
located at x1 � 14:0D. The upper boundary is placed at x2 � 11:0D,
and the lower boundary is positioned at x2 � 0. A visual repre-
sentation of the domain is shown in Fig. 1, together with the
coordinate system.

The initial field consists of a disturbance superimposed to a
laminar-boundary-layer profile, in which the initial disturbance is
defined as

vt�x1; x2� � ��r2 exp���r2� (1)

where r�
�����������������������������������������������������������
�x1 � x1;init�2 � �x2 � x2;init�2

p
, �� 6, �� 2, and vt

denotes the tangential velocity. Its initial position is x1;init � 2:3D
and x2;init � 1:7D, and the laminar velocity profile applied at the inlet
is shown in Sec. II.C. Other boundary conditions used in the test case
are a no-slip condition at the lower boundary and a symmetry
condition at the upper boundary. The buffer zone is the region in
which the damping source terms are active. Here, they are defined as
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�

�
x1 � x1;min

x1;max � x1;min

�
n

�
U1
D
�ui � utargeti � (2)

where n is a shape parameter, � is an amplification parameter, the
amplification parameter ��U1=D� is chosen in this case to be
1:0 s�1, and utargeti is the target state, defined here as the local time-
averaged velocity vector. The source term (2) is further divided into a
constant and a linear part and added to themomentum equations. The
code used for the buffer-zone study is the structured finite volume
method code CALC-BFC, documented by Davidson and Farhanieh
[15]. The pressure is coupled to the velocity field through the
SIMPLEC pressure-velocity correction algorithm, and the computa-
tional mesh is based on a single-block arrangement.

Themain objective of the present study is to find a generic relation
between the strength of the vortex and the buffer-zone characteristics
for a mean vortex convection speed. For this purpose, the vorticity is
monitored over the buffer-zone entrance plane. The vorticity in two
dimensions is computed as

�z �
@u2
@x1
� @u1
@x2

(3)

Furthermore, this vorticity is averaged in the x2 direction and
monitored over time, which results in the integral value I!, defined as

I! �
R
H
0 ��rms

z �dx2
H

(4)

whereH � 11D. The cases investigated for the buffer-zone study are
presented in Table 1, in which NC and XB are the number of cells in
the x1 direction and the length of the buffer zone, respectively. The
two advection schemes used in the present study are the van Leer
(VL) scheme and a second-order central-difference scheme (CDS).
The shape parameter n corresponds to the exponent used in Eq. (2).
The two cases, CBC (using CDS) and CBV (using VL), serve as
reference solutions in which a convective outlet boundary condition
is used, located at x1 � 14D. The time-step size used for the test
case is �t� 0:05, which corresponds to a maximum convective
Courant–Friedrichs–Lewy (CFL) number of CFLmax � 0:3. The
wall pressure fluctuation level is computed as

PL � 20log10
prms
w

pref

(5)

where pref �
�������������������������
�1a110

�12
p

and pw is the surface pressure.
Results of the different cases are presented in Figs. 2a–2d.

Figures 2a and 2b show the rms values of the pressure along the lower
wall extending from the inlet to the buffer-zone entrance plane.
When the convective boundary condition is used, increased pressure
fluctuations are found over those found in the buffer-zone cases
(Figs. 2a and 2b). The cause of the results in these two figures can be
understood by looking at the time sequence of the pressure at a point
located at x1 � 4:2D and x2 � 0 (Figs. 2c and 2d). When the
convective boundary condition is used, both advection schemes
return a pressure disturbance when the vortex leaves the domain,
although its amplitude is significantly higher for the CDS scheme
than for the van Leer scheme. This problem can partly be avoided by
using a buffer zone, even though a small disturbance can be found in
the range of 11< t < 17 for the CDS cases. The lowest distortion in
Cp for the CDS cases is found for case B3 (Fig. 2c).

Regarding the vortex strength, all cases return similar results
(Table 2) and tend to be slightly more sensitive to the advection
scheme chosen as compared with the buffer-zone length and shape
(Fig. 2). The most critical cases are the central-schemed cases, with a
maximum vortex strength of I! � 0:167, as compared with I! �
0:145 for the upwind-biased cases.

For the open-cavity case, a linear relation between the vortex
strength at the entrance plane of the buffer-zone and the required
length of the buffer zone is assumed: that is,

LOC � LB3
IOC!
IB3!

(6)

where superscripts B3 are the values found in case B3, and OC
corresponds to the open-cavity casewithout a buffer zone. CaseB3 is
chosen because this case showed the lowest pressure distortions at
location x1 � 4:2D and x2 � 0 (Fig. 2c) combined with strong
vorticity at the buffer-zone entrance plane. From this assumption, a
minimum required length of the open-cavity buffer zone can be
estimated on the basis of the findings in case B3 and the vortex
strength computed for the open-cavity cases. This assumption
requires that the vortex convection speed is approximately the same
and that a linear assumption between different cases can be made.

B. Open-Cavity Reference Case

All incompressible open-cavity simulations conducted in this
paper are compared against a direct simulation made by Larsson [5].
Because of their central part in the open-cavity investigation, some
information on methodology and case setup is repeated here to give
an overview of the present state of the different simulations. The
reference case is entirely the work of Larsson [5] and Larsson et al.
[6], and the interested reader is referred to these two publications.
Larsson [5] and Larsson et al. [6] investigated the location of the
domain boundaries through three different domain sizes. The
computational domain for the smallest case is shown in Fig. 3. The
resolved domain for the two other cases range from �4:3D< x1 <
46D to �4:3D< x1 < 58D in the streamwise direction and �1D<
x2 < 12:5D to �1D< x1 < 14:7D in the lateral direction. The

x 1
x 2

Buffer zoneResolved domain

4.3D 14D

11D

Fig. 1 Test-case description.

Table 1 Buffer parameters and discretization schemes

Case NC/XB Discretization scheme n

CBC 0 CDS ——

CBV 0 VL ——

B1 20/3.657 CDS 2
B2 20/3.657 VL 2
B3 40/7.310 CDS 2
B4 40/7.310 VL 2
B5 40/7.310 CDS 1
B6 40/7.310 VL 1

Table 2 Vortex strength results

for the different cases [Eq. (4)

Case I!

CBC ——

CBV ——

B1 0.167
B2 0.145
B3 0.163
B4 0.142
B5 0.167
B6 0.144
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maximum difference in overall pressure level (OAPL) between the
smallest and largest domains were 0.95 dB and were found at the
observer located above the cavity trailing edge. For the two cases
with the largest domains, the corresponding maximum difference in
OAPL was below 0.2 dB.

The advection scheme used for the inviscid fluxes was the fourth-
order-accurate dispersion-relation-preserving scheme of Tam and
Webb [16]. In time, an explicit four-stage fourth-order-accurate
Runge–Kutta algorithm was used. The spatial resolution in the
reference case was approximately 80 cells per unit length in, and in
the vicinity of, the cavity. Outside the cavity, the grid was stretched
less than 1%. The time-step increment was kept to �t� 0:001.
The boundary conditions in any flow simulation are of greatest
importance, especially when analyzing acoustics. The boundary

conditions used in the reference simulation are based on char-
acteristic variables that are only nonreflective for orthogonal
impinging waves. To prevent eventual reflections, both the inlet,
outlet, and far-field region were provided with buffer zones
modifying the governing equations as follows:

@Q

@t
�
@Ej
@xj
�
@Fj
@xj
� ��2�Q �Q	� (7)

where Q is the state vector; Ej represents the inviscid fluxes; Fj
represents the viscous fluxes; Q	 is the time-averaged target state;
buffer parameter � is the nondimensional distance from the buffer-
zone entrance plane to the outlet defined as x=Lb, where x is the
distance from the start of the buffer zone; and Lb is the length of the
buffer zone. The damping parameter is � � �0a=Lb, where a is the
speed of sound. The values of the nondimensional amplification
parameter are �0 � 11:7 at the inlet, �0 � 2:07 at the outlet, and
�0 � 11:2 in the far-field region.

The shortest wavelength of interest was computed from the
streamwise force coefficient spectrum, in which most of the energy
was contained below a Strouhal number of St 
 4 based on the
cavity length. The minimum wavelength was then computed as
follows:

�min �
a1
fmax

� �U=Ma�
�StL � U=L�

� L

Ma � StL
(8)

Inserting L� 4, Ma� 0:15, and the maximum Strouhal number,
StL � 4, gives the shortest wavelength of interest, �min � 7D. In the
vicinity of the cavity, the resolution is about 80 cells per cavity depth
unit, resulting in an approximate resolution of 500 cells for this
wavelength.
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a) Wall pressure levels for the central schemed cases 
CBC (−), B1 (∆), B3 ( ), B5 (+)
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1
2
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central schemed cases CBC (−), B1 (∆), B3 ( ), B5 (+) °
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1
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Fig. 2 Results of the buffer-zone evaluation according to Table 1.

x 1
x 2

Buffer zones

Resolved domain

Observers

2.2D 4.3D 4D 15D 10D

D

10.5D

6.2D

Fig. 3 Computational domain for the reference case.
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This brief summary gives relevant background information for the
numerical approach and case definitions for the reference case.

C. Open-Cavity Incompressible Cases

Two different schemes are used for the convective fluxes: the
second-order CDS and the monotonic second-order VL [17].
Only small differences in results were found between the two
discretization schemes investigated, and only the results from the
CDS cases are thus presented here.

Boundary conditions used for the incompressible simulations are
as follows: no-slip condition at the walls, symmetry conditions at
the far-field upper boundary, and laminar-boundary-layer profiles
applied at the inlet (see Fig. 4). Three incompressible cases are
presented here: two cases with buffer zones at the outlet and a third
case in which the buffer zone is replaced by a convective boundary
condition at x1 � 35D. The buffer-zone entrance plane for the two
cases is located at x1 � 14D.

A time step of �tU1=D� 0:005 is used for all incompressible
cases and results in a maximum convective CFL number of
approximately 0.5 close to the trailing edge of the cavity.

A modified version of Curle’s equation is used in this work, with
temporal derivatives inside the integral instead of keeping the spatial
derivatives outside the integral as Curle’s [10] original formulation
states [Eq. (9)]:

p0�x; t� � 1

4�

@2

@xi@xj

Z
V

Tij
r
dV�y� � 1

4�

@

@xi

Z
S

nj
r
�p�ij � 	ij�dS�y�

(9)

In Eq. (9), the acoustic pressure at an observer located at x is
evaluated from a retarded-time projection of two integrals evaluated
at the source location y. The first integral contains the volume
contribution, where

Tij � �uiuj � 	ij � �p � a21���ij

is commonly referred to as the Lighthill tensor.
Central to the shift from space to time in Eq. (9) is the retarded time

	, which is the time the source dynamics are evaluated as compared
with the observer time t. The time lag between the source and
observer depends on the speed of sound a1 and the distance between
them, r� jxi � yij, where xi represents the observer location and yi
represents the source location. The source time or retarded time is
defined as

	 � t� r

a1
(10)

The distance between the source and the observer, r, can also be
expressed as the space lag between the source and observer
according to

r� �t� 	�a1 (11)

Differentiation of r with respect to 	 gives

@r

@	
��a1 (12)

The differentiation of 	with respect to the observer location xi is also
needed, which gives

@	

@xi
�� 1

a1

@r

@xi
(13)

where

@r

@xi
� xi � yi
jxi � yij

� li (14)

Differentiation of the directional vector liwith respect to the observer
location gives

@lj
@xi
� @

@xi

�
xj � yj
r

�
�
�ij � lilj

r
(15)

The surface pressure dipole terms were given by Larsson [5] and
Larsson et al. [6], identified as the two dominating terms for this
open-cavity case. If the dipole terms are the main contributor to the
radiated noise, Eq. (9) reduces to

p0�x; t� � � 1

4�

@

@xi

Z
S

��p�ij � 	ij�nj
r

�
dS�y� (16)

Neglecting the viscous terms in Eq. (16) gives

p0�x; t� � � 1

4�

@

@xi

Z
S

�
pni
r

�
dS�y� (17)

The surface integral is independent of xi, and thus the derivative can
be moved inside the integral, which gives

p0�x; t� � � 1

4�

Z
S

@

@xi

�
pni
r

�
dS�y� (18)

Using the chain rule

@

@xi
� @	

@xi

@

@	

in Eq. (18) and carrying out the differentiation with respect to time
gives

p0�x; t� � � 1

4�

Z
S

@	

@xi

���
@p

@	
r � p @r

@	

��
r2
�
ni

�
dS�y� (19)

Replacing @p=@	 with _p to simplify the notation and replacing the
derivatives according to Eqs. (12–14) gives the final expression:
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D
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/D
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−4
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−2
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−3
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−2
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−1
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0

u1 /U∞ u2 /U∞

a) Inlet u1-profile b) Inlet u2-profile

Fig. 4 Boundary-layer profiles at the inlet.
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p0�x; t� � 1

4�

Z
S

li

�
p

r2
ni

�
dS�y� � 1

4�a1

Z
S

li

�
_p

r
ni

�
dS�y� (20)

The dot above p denotes the time derivative, and lj is the unit
vector pointing from the source to the observer.

Equation (20) is valid for three dimensions, whereas the flowfield
is computed in two dimensions. Thus, the flowfield is expanded in
the spanwise direction. A sensitivity study of this expansion was
conducted in [5,6], and the present work uses a spanwise expansion
identical to that used in the compressible reference simulations.

In the present work, source terms 1 and 2 in Eq. (20) refer to the
fluctuatingwall pressure and its time derivative, respectively, and are
the only terms investigated here.

III. Description of the Open-Cavity Case

The present case is an upstream laminar flow past an open-cavity
with a length-to-depth ratio of L=D� 4 and a Reynolds number
of ReD � 1500 based on the cavity depth. The length L is the
streamwise extension between the cavity leading and trailing edges,
and the depthD is the normal extension from the cavity bottom to the
origin of the coordinate system (see Fig. 5). The following definitions
are used. The inlet wall extends from the inlet to the cavity leading
edge. The cavity itself consists of the cavity upstreamwall, the cavity
bottom, and the cavity downstream wall. The wall extending from
the cavity trailing edge to the buffer-zone entrance is defined as the
outlet wall.

The resolution for the incompressible cases is kept constant in the
cavity, with roughly 80 cells per unit length in each direction. The
domain is resolved by 900 nodes in the streamwise direction and 250
nodes in the flow normal direction. The two buffer-zone cases are
caseC1,with the shortest buffer-zone length, 5D, and caseC3,with a
buffer-zone length of 11:4D. The 5D buffer-zone length in case C1 is
the shortest length to fulfill [Eq. (6)]. For case C5, the buffer zone is
replaced by a convective boundary condition (see Table 3). In
Table 3, “end of resolved domain” and “end of domain” refer to the
x1 direction measured from the origin of the coordinate system. The
computational domain used for the incompressible cases is also
presented in Fig. 5.

The acoustic part of this work contains comparisons of the sound
directivity at nine equally distributed observers above the cavity. The
positions of these observers are given in Table 4 and in Fig. 5.

The simulation time contains at least five full flow cycles after the
decay of the initial transients. Statistic convergence is determined
here based on the time sequence of the cavity streamwise force
coefficient. Because the flow is periodic, acoustic source information
was only extracted during the last flow cycle, as was done in the
reference simulation.

IV. Validation of the Flowfield

Cavity flows in wake mode are characterized by violent ejections
of vortices from the cavity, with length scales that are comparable
with the cavity dimensions rather than with the thickness of the
boundary layer. This oscillatory flowfield is associated with both
high mean drag and large variations in the streamwise force within
each period, as compared with the self-sustained oscillation modes.
Figure 6 shows the time sequence of the cavity drag for case C1 and
the reference case. The streamwise cavity drag is computed as

CD � FD=�12�1U2
1D� (21)

whereFD (in newtons) is the force contribution from the three cavity
walls and consists of the wall normal pressure at the cavity upstream
and downstream walls and the friction contribution at the cavity
bottom.

As can be seen in Figs. 6a and 6b, the ejection of large vortex
structures generates large variations in the cavity drag, with a clear

× × × × × × × × ×

Inlet
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Outlet

x 1

x 2

10D 5D , 11.4 D4 D4.3 D

10
D

1D

Fig. 5 Geometrical dimensions for the open-cavity case.

Table 3 Case description

Case ID Outlet treatment End of resolved domain End of domain

Ref Buffer zone 19D 29D
C1 Buffer zone 14D 19D
C3 Buffer zone 14D 25:4D
C5 Convective bc 35D 35D
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a) CD history of case, C1 b) CD over the last period for cases, (− −) Ref, (−) C1, 
at fully developed condition

Fig. 6 CD history versus time units.

Table 4 Observer locations

Observer x1 x2

1 �2D 7:18D
2 �1D 7:18D
3 0D 7:18D
4 1D 7:18D
5 2D 7:18D
6 3D 7:18D
7 4D 7:18D
8 5D 7:18D
9 6D 7:18D
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periodic content, and agrees well with the reference case (see

Fig. 6b). The time average of the drag varies between 0:377<
�CD < 0:379 for the incompressible cases, and the reported values for

the reference case are �CD � 0:384 for the shorter domain and �CD �
0:377 for the extended domain. The cause of the rapid changes in the
cavity drag can be understood by looking at snapshots of the flow in
Fig. 7, in which each snapshot pair is synchronized with the cavity
drag cycle in Fig. 6b. The upper left and lower right corners in every
figure are located at �x1; x2� � ��1D; 2D� and �x1; x2� � �14D;
�1D�, respectively.

A visual comparison of streamline snapshots can give indications
of differences in the present flow structures. These snapshots already
existed for the reference case, and the incompressible snapshotswere
extracted at times as closely as possible. Before further discussing the
results and the coupling between the flowfield and the cavity drag,
common attributes in vortex structures and the flow pattern of the
present case will briefly be described.

Several major vortices are generated during one cycle of period.
The first andmost dominant is the primary clockwise-rotating vortex
evolving from the recirculation bubble at the upstream cavity wall
(Figs. 7k and 7l). This primary clockwise vortex dictates the
fundamental frequency of the cavity flow and initially grows rapidly
within the cavity (Figs. 7m and 7n to Figs. 7g and 7h through Figs. 7a
and 7b). The growth of this vortex ends when the connection to the
cavity leading edge is lost and the freestream is partly directed to the
cavity bottom upstream this vortex (Figs. 7i and 7j). This initiates an

ejection phase in which the vortex decreases in size and starts a
motion normal to the cavity bottom (Figs. 7k and 7l). As the
primary vortex ejects from the cavity, a smaller but much
stronger counterclockwise-rotating vortex is generated at �x1; x2� �
�3:9D;�0:3D� (see Figs. 7m and 7n). This vortex splits the primary
clockwise-rotating vortex into one major vortex located at
�x1; x2� � �4:2D; 0:5D� and one minor vortex located at �x1; x2� �
�3:5D;�0:7D� (Figs. 7m and 7n). The counterclockwise-rotating
vortex decays rapidly outside the cavity and can only be seen in
Figs. 7a and 7b as a deflection of the streamlines at x1; x2�
4:5; 1:2D. When the position of the major vortex is slightly
downstream of the cavity trailing edge, one full cycle is completed
(Figs. 7m and 7n). As the primary vortex has left the cavity, high-
speed fluid is redirected into the cavity, causing a jetlike flow at the
cavity trailing edge. One of these vortices merges with the major
cavity vortex and contributes to its asymmetrical shape (Figs. 7c and
7d) at �x1; x2� � �9D; 1:0D�.

If we look at the cavity drag (Fig. 6b), we see that the maximum
peak occurs as the primary vortex leaves the cavity, exposing the
downstream cavity face to the freestream (Figs. 7a and 7b). The
cavity drag is nearly constant at 1< tU1=D < 6 but drops rapidly
when the primary cavity vortex attaches to the downstream cavity
wall, redirecting the rear stagnation point from the lower part of the
cavity downstream wall to the cavity trailing edge. As the vortex
starts to eject from the cavity, the lowest drag value is found to be
caused by a low-pressure zone at the cavity downstream face
(Figs. 7k and 7l).

Fig. 7 Streamlines: compressible (left) and incompressible (right).
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At first glance, the snapshots in Figs. 7 look identical for both
flowfields. Some minor differences can, however, be detected in
Figs. 7a and 7b in the individual position and strength of the vortex
pair at 10D< x1 < 12D. The different strength is most probably a
postprocessing issue for the reference case, because the streamlines
are clearly deflected. However, both their individual distance and
their global position differ slightly.

The periodicity of the flow can be described by the fundamental or
Strouhal frequency, defined as

StL � fL=U1 (22)

where StL is the Strouhal number and f is the fundamental
frequency. All incompressible cases give a Strouhal number of
StL � 0:245 and the reported compressible results vary between
0:243< StL < 0:245.

The conclusion drawn from the flowfield part is that the cavity
drag and the periodicity are the same for the two flowfields.
Regarding the flow pattern in the cavity, the streamline snapshots
also indicate almost identical results. There are, however, some
visual differences starting at approximately x1 � 8D, where the
intermediate vortex seems to be more rapidly convected toward the
outlet for the incompressible case than for the reference case.

V. Acoustic Results

Figure 8 shows the rms levels of the two wall source terms
[Eq. (20)] as a function of the wall perimeter s=D (s=D is, for
example, 0 and 6 at the leading and trailing edges, respectively).
Although the difference is not clearly seen in the two figures, all the
incompressible cases show an almost singular behavior at the cavity
trailing edge, whereas the reference case is smoothly damped. The
source levels in this region are thus highly dependent on the
resolution and are not believed to be better predicted with higher
resolution. Except for this fact, the agreement between the different
cases is perfect upstream s=D� 11 for source term 1 (Fig. 8a). In the
region s=D� 11 to 13, all incompressible cases somewhat
underestimate somewhat the reference rms level. This is the region in
which streamline snapshots (Figs. 7a and 7b) showed visual
differences in the flowfield. However, it is believed that this
mismatch in results is neither sufficiently large nor in such proximity
to the observers to be of major importance. The second source term
(Fig. 8b) shows, in comparison, discrepancies both close to the inlet
and downstream s=D� 8. All incompressible cases had identical
boundary conditions at the inlet, and a buffer zonewas applied for the
reference case. This difference in treatment had no apparent effect for
source term 1, but a mismatch arose for source term 2. For the latter
source term, all incompressible cases show almost identical results
from the inlet to the cavity leading edge. The results look slightly
different at the outlet. In this region, the incompressible cases are not
as aligned as at the inlet, but the results for this source term instead
show individual spreading. In comparison with the inlet, all cases
have different treatments of the downstream part of the flow. One

possible conclusion that can be drawn from these two regions is that
the buffer zone has a primary impact in the flow time scales, which
can have a significant effect in the radiated sound. However, the
alternative of replacing the buffer zone with a convective boundary
condition gives no improvement in the source rms level, as can be
seen from the figure.

The findings show that both source terms have their maximum
close to the cavity trailing edge. The region with the second-highest
value differs slightly for the two source terms. The fluctuating
pressure term shows the second-highest peak at the cavity bottom
at s=D� 4 whereas the corresponding peak for the pressure
temporal derivative term occurs at s=D� 11 (see Figs. 8a and 8b,
respectively). Common for all incompressible cases is an over-
prediction of the pressure temporal derivative term in the region
8D< s < 12D, downstreamof the cavity trailing edge. If we go back
and look at Figs. 7i–7n and then Figs. 7a and 7b, which is the next
snapshot in the periodic sequence, a small trailing vortex can be
identified in this region. This vortex is present in both flowfields but
is stronger in the incompressible flowfield and vanishes downstream
in the compressible case (Fig. 7a). The vortex originates from the
jetlike flow at the cavity trailing edge, which is overpredicted in the
incompressible cases.

No comparison of the two source terms can be made by simply
looking at the different levels. The only way to compare them
quantitatively is as source terms to Curle’s analogy or some other
method to make evaluations at different observer positions. At these
locations, the pressure level (PL) is computed as

PL � 20log10

�

l;rms

pref

�
(23)

where pref �
�������������������������
�1a110

�12
p

and 
l;rms is the source rms level. The
source index l represents the fluctuating wall pressure (l� 1) and the
pressure temporal derivative (l� 2).

Figure 9 shows a comparison of the contribution from the two
individual source terms using Eq. (20). The directivity of the
incompressible cases and the reference case looks similar for source
term 1, but the levels for all the incompressible cases are generally
overpredicted. At the observer positioned farthest upstream, the
incompressible cases show an approximate offset of 2 dB compared
with the reference case. This offset increases further downstream, as
does the individual spreading between the incompressible results. At
the observer positioned farthest downstream, both the spreading and
the offset between the incompressible and compressible results are
again reduced. As seen in Fig. 8a, the rms level was almost identical
in the two flowfields. Similar to source term 1, the results for source
term 2 also show the highest agreement at the observer positioned
farthest upstream and the overprediction also becomes more
pronounced further downstream. At the observer positioned farthest
downstream, the results converge as for source term 1, but only in the
buffer-zone cases. The resultswhen both source terms are included in
the surface integration are shown in Fig. 10.
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Fig. 8 Root mean square of the two source terms: reference (�), C1 (�), C3 (★), and C5 (○).
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Comparison of the incompressible cases shows as much as a 6 dB
discrepancy for the observer located farthest downstream, whereas
the source rms levels were almost identical for both source terms.
When comparing the incompressible cases with the reference case, a
maximumdiscrepancy of approximately 7 dB is found for observer 7
located at �x1; x2� � �4D; 7:18D�. This large difference is present
only for the case without a buffer zone, indicating problems
associated with the outlet treatment. Compared with the reference
case, a 2–3 dB offset is present for all incompressible cases for the
observer located farthest upstream. The downstream directivity, on
the other hand, shows a strong sensitivity in the streamwise location
for the reference case, which is replaced by a much smoother curve
for all incompressible cases. This sensitivity in the streamwise
location is less pronounced for case C5, the case without a buffer
zone.

To gain a better understanding of the cause and effect of the
present results, the solid walls are split into segments to check their
contribution individually. In Fig. 8, discrepancies in the two source
terms were found at the outlet wall, but are argued to be of less
importance because of both the level and distance to the closest
observer. Successively adding portions of the outlet wall to the
surface integration (see Fig. 11) illustrates the importance of the
mismatch in source levelswith respect to the observers and shows the
convergence of the pressure levels with respect to the proximity of
the outlet boundary. Figure 11 shows that the mismatch in the rms
levels for the downstream source region has little importance for the
directivity at the nine observers. The results indicate that the last 6D
part of the outlet wall has no significant influence on the pressure
level at the observers.

The next part of the analysis is the cavity itself. The agreement in
source levels for thesewalls is even better than for the outlet wall (see
Fig. 9). When integrating over these three surfaces, the directivity
between the two flowfields matches almost perfectly (see Fig. 12a).

The directivity from this part differs from the outlet wall in a more
pronounced peak at the middle observer. The curves are also slightly
asymmetric due to the higher source levels at the cavity downstream
wall, which amplify the pressure levels for the observers positioned
farthest upstream (see Fig. 12a). Expanding the integration surface
by first adding the closest 2D upstream part of the inlet wall and then
the whole inlet wall reveals one source of error. The offset in
directivity arises between the two flowfields, most probably due to
the inlet boundary condition. This offset increaseswhen approaching
the inlet and can also be isolated by simply integrating over the inlet
wall (see Fig. 12d).

Thus far, the cavity walls, the inlet wall, and the downstream wall
have been investigated individually. The next step is to successively
combine these parts in the integration. Figure 13a includes the outlet
wall and the upstream and downstream walls of the cavity in the
integration. The results indicate that the cavity trailing edge is not the
cause of the discrepancies seen in Fig. 10. Compared with Fig. 11c,
cancellation of the sources at the two cavity walls and the outlet wall
reduces the OAPL for the observers located farthest upstream by
approximately 5 dB. Adding the inlet wall to the former parts gives
the results shown in Fig. 13b. The only wall section not included in
the surface integration is now the cavity bottom wall. The two
incompressible cases, C3 and C5, now show similar results, with a
maximum discrepancy of less than 1 dB for the six observers
positioned farthest downstream. For the third incompressible case,
C1, the results now look slightly different. Contrary to the other two
incompressible cases, a maximum discrepancy of approximately
1.5 dB occurs at the observer positioned farthest upstream, which
reduces downstream andmeets the other two incompressible cases at
the observer positioned farthest downstream. However, the overall
result thus far is indeed surprising. The incompressible cases show
an OAPL that agrees fairly well with the reference case and, in
comparison with Fig. 10, the last wall part that makes this difference
is the cavity bottom wall. Finally, adding the cavity bottom wall to
the cavity walls and the outlet wall gives the result shown in Fig. 13c.
Another way to illustrate the effect of the cavity bottom wall
compared with the other walls is to compare the results in Fig. 13c
with those in Fig. 13a. The results indicate that the phase of the
sources at the cavity bottom wall compared with the other walls
differs between the compressible and the incompressible flowfields
or that the differences found are caused by an almost complete
cancellation of different sources. This means that even if the
amplitude of the most dominant structures are captured correctly,
which is what the rms level represents, large deviations in the total
acoustic pressure can still occur if small perturbations occur at a point
in timewhen themain sources cancel each other. Oneway to analyze
this situation is to instead study the acoustic signature from the
different surface segments directly. Of the nine observers, the largest
discrepancy was found for observer 7, located directly above the
trailing cavity edge. Therefore, this observer was used in the
following analysis.

The effect on the acoustic signals of using the buffer zone as
compared with the convective outlet boundary condition is shown in
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Fig. 9 OAPL at the observers for the two source terms: reference (�), C1 (�), C3 (★), and C5 (○).
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Fig. 14. The integration region used in this figure contains the walls
extending from the inlet to 14D downstream of the cavity leading
edge, and both source terms are used to obtain the acoustic signals.

For both cases, C1 and C5, recall that the computational time step
is �t� 0:005D=U1. The effect of the two major vortices leaving
the domain is clearly seen in Fig. 14 as two peaks at time tU1=D�
38 and tU1=D� 47:5. With the use of the buffer zone, these
disturbances are significantly reduced but seem to amplify the high-
frequency oscillations in the time span 35< tU1=D < 40. This may
be an effect of the buffer zone itself or possibly an effect still present
in case C5 but masked due to the distorted pressure field caused by
the outlet boundary condition. Because the largest discrepancy was
found for observer 7, another possibility is that the oscillations could
also be caused by the singularity at the cavity trailing edge, which

might create problems for an incompressible flowfield. In addition to
the high-frequency oscillation existing in case C1, major dis-
crepancies in the acoustic signals still exist over more or less the
whole period. One way to study these possibilities is to plot their
individual contribution and their added effect in the same time frame.
These results are shown in Fig. 15.

Figure 15 gives the acoustic signals using both source terms for
three different sets of surface segments, inwhich region I contains the
walls extending from the cavity leading edge to 14D downstream of
this point (except the cavity bottom), region II contains the cavity
bottom wall, and the total is the contribution for the whole region
extending from the cavity leading edge to 14D downstream of this
point. Figure 15 clearly shows that the total contribution is an effect
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of an almost complete cancellation of the sources at region I and
region II. Both regions (I and II) show oscillations for the incom-
pressible case. These oscillation are resolved by about 200–300
samples or time steps and are small compared with the peak levels
when treated individually. However,when combined (total), the total
pressure signal caused by the oscillations is almost as large as
the resulting peak level. In fact, the amplitude of the oscillations
increases when the two surface regions are brought together, because
their phases match. Four vertical lines are also drawn in Fig. 15,
representing instants in time when significant differences are found
between the compressible and incompressible solutions. At the first
instant (tU1=D� 34), a major mismatch occurs, primarily due to an
overprediction of the acoustic pressure at the cavity bottom wall for
the incompressible case. At the second instant (tU1=D� 36:5), the
incompressible signal is overpredicted, primarily because of a phase
match of the oscillation, but the level of the acoustic pressure is also
overpredicted for both segments in the incompressible case. At the
third instance (tU1=D� 45:5), the oscillations are small, but the
acoustic pressures for both surface segments are underpredicted in
the incompressible case. At the final instance (tU1=D� 47), the
underpredicted acoustic pressure found for the incompressible case
causes a major error in the acoustic pressure.

To check if one of the two source terms is possibly more prone to
give the discrepancies in the acoustic signals, their contributions are
plotted separately. Figure 16 shows the contributions from the first
source term (i.e., the surface pressure term). The integration regions
and observer are the same as in Fig. 15.

No major differences are present at the first two instants in time
(tU1=D� 34 and tU1=D� 36:5) in Fig. 16, and the errors
detected in Fig. 15 are therefore caused by the second source term.
Major differences occur between instants 3 and 4, however, and the
offset is therefore primarily related to the first source term. At
instant 3 the result in Fig. 16 points toward a combination of errors
caused by both source terms if a comparison is made with Fig. 15.

Instant 4 is, for the first source term, not located at the intersection
between region I and region II signals; as Fig. 15 shows, the rapid
change in signals is therefore amplified by source term 2. In the final
figure (Fig. 17), the corresponding results are shown for source
term 2.

Figure 17 supports the argument that the oscillations are due to the
second source term. Errors in source term 1 were shown in Fig. 16 to
be related to the intermediate and last part of the sequence. In
contrast, the errors in source term 2 are instead related to the first
part of the sequence. One cause of the results in the range 35<
tU1=D < 40 is synchronous oscillations that are amplified when
brought together. One interesting finding is that the oscillations are
more pronounced for the cavity bottom wall (region II) as compared
with region I. The oscillations are therefore more probably caused by
the cavity trailing edge. Further, at instant 1, the difference detected
in Fig. 15 occurs, owing to a peak in source term 2.

What then is the physical interpretation of the acoustic signals
presented? After tU1=D� 34:5 the flow starts to make a
sharp, almost 90 deg, directional change at the cavity trailing
edge. Correspondingly, at tU1=D� 34 the oscillations in the
incompressible case (Fig. 17) are also found to be the highest. A
compressible fluid can compensate for this by expanding,whereas an
incompressible fluid can only balance between flow speed and
pressure, and it is therefore most probable that the oscillations are
caused by the singularity at the trailing edge. Studying Figs. 7c–7h,
the change in the direction of the flow at the cavity trailing edge
gradually becomes smaller and eventually vanishes. This cor-
responds well to the amplitude of the oscillations (Fig. 17), which
also gradually decays.

VI. Conclusions

Incompressibility is a common assumption for low-Mach-number
hydrodynamic-dominated flows and has recently also been used
quite frequently in combinationwith acoustic analogies to predict the
radiated sound. However, this aspect has not been well investigated
and deserves additional attention, which is highlighted in this work.

The case investigated is the laminar flow past an open 2D cavity.
The given flow conditions result in a wake-mode oscillatory
flowfield with large variation in the streamwise force coefficient.
Here, incompressible simulations are compared with a direct
simulation at Mach number 0.15. An attractive aspect of the present
case is that the flow is hydrodynamically dominated. The present
Mach number is also sufficiently low for the incompressible
assumption to apply. The radiated sound is then computed through
Curle’s analogy written in temporal form and is evaluated at
nine discrete observers located 7:18D above the cavity. The noise
directivity is evaluated by comparing two dipole terms containing the
fluctuating wall pressure and its temporal derivative for the two
flowfields. These two terms were identified in previous studies of the
same case as the dominating terms and are the only terms treated in
the acoustic analogy.

The results regarding the flow properties agree well between the
different flowfields in both periodicity and streamwise force con-
tribution. Themean drag for the incompressible cases varies between

0:377< �CD < 0:379 and corresponds well with the reported com-

pressible results, which vary from �CD � 0:377 to 0.384, and the
Strouhal number for the incompressible cases was StL � 0:245,
compared with the reported compressible results that vary between
0:243< StL < 0:245.

With regard to the two investigated acoustic sources, good
agreement was found between the different flowfields, especially for
the fluctuating-wall-pressure term. The second term shows generally
good agreement, with minor discrepancies close to the inlet and
outlet. The discrepancy at the inlet is believed to be caused by the
different treatments at the inlet in the reference case and the
incompressible cases. It is also seen that the buffer zone primarily
affects the pressure temporal derivative term but has no significant
effect on the level of the fluctuating pressure term.

This analysis gives strong indications that the trailing edge
together with the incompressible treatment of the flow are the most
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Fig. 16 Acoustic signals at observer 7 using source term one, region I

(cavity leading edge to outlet except cavity bottom), region II (cavity
bottom), total (cavity leading edge to outlet) for reference (dashed lines)

and C1 (solid lines).
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Fig. 17 Wall segment contribution at observer 7, source term 2.
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probable causes of the present results, which cause oscillations in the
pressure temporal derivative term aswell as differences in the surface
pressure term due to a different flow behavior. Because the noise
emissions are mainly due to more or less complete cancellations of
different sources, their representation is vital to obtaining acceptable
results. It is therefore strongly recommended that a compressible
description of the flow is used when considering noise radiation, at
least for cases with rapid geometrical changes and few but strong
flow structures.
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