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Abstract

In Detached Eddy Simulations (DES[1] and ID-

DES [2]), part of the flow is URANS mode (where

most of the turbulence is modeled by a RANS model)

and the other part is in LES mode (where most of the

turbulence is resolved). Between these regions the par-

tition of turbulent kinetic between URANS mode and

LES mode changes seamlessly (as in IDDES) or some-

what more abruptly (as in DES). Looking at the en-

ergy spectrum this change of partition can be seen as

a change of the cut-off wavenumber, κc. In this paper

we formulate a limitation – based on perturbation anal-

ysis – on how to reduce the spatial change in partition.

This is achieved simply by setting a limit on the dissi-

pation term in the k equation in the LES region. This

slows down the spatial transition from RANS to LES

at RANS-LES interfaces in boundary layers, embed-

ded LES and – depending of boundary condition on k
– at inlets. It is found to give at least as good results

as the standard IDDES model. For the hump flow, the

IDDES-PC model gives better results than the IDDES

model.
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1 Introduction

In [3] they performed perturbation analyses about

the equilibrium states, representing small variation of

the turbulent kinetic energy partition. The analysis

was performed along a streamline assuming that the

left-hand sides of the k and ε equations are zero. They

introduced a H-equivalence between PITM/PANS[4,

5] and DES. Later on, new formulations of the PANS

model were presented mimicking the DES model [6]

and the IDDES model [7]. The two new PANS mod-

els were denoted D-PANS and ID-PANS, respectively.

In [7] it was found that the ID-PANS model was nu-

merically more stable than its parent IDDES model.

A smaller time step had to be used in IDDES than in

ID-PANS.

In the present work we propose how to limit the

spatial change of partition between resolved and mod-

eled turbulence. We will, furthermore, extend the per-

turbation analysis to flows where we include the left-

hand side of the k and ε equations neglecting the dif-

fusion term. We denote the new model IDDES-PC

(Partition Control).

2 The turbulence models

The low-Reynolds number for IDDES and PITM

(Partially Integrated Transport Modeling) reads
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where the damping functions are defined as

f2 =

[

1− exp
(

−
y∗

3.1

)

]2 {

1− 0.3exp

[

−
(Rt

6.5

)2
]}

fµ =

[

1− exp
(

−
y∗

14

)

]2
{

1 +
5

R
3/4
t

exp

[

−
( Rt

200

)2
]

}

PITM

The coefficient in the ε equation reads C∗

ε2 =
Cε1+ fk(Cε2f2−Cε1) and ψ = 1. The function fk is

computed based on IDDES/DES and the equivalence

criterion [7]

fk = min

{

1,max

[

Cε2 − Cε1ψ

Cε2 − Cε1
, 0

]}

(2)

The PITM model is used in the analysis below. It

is not included in the results section.
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Figure 1: Channel flow, periodic boundary conditions. : IDDES-PC model; : IDDES; : Smagorinsky

model using the IDDES-PC velocity field; Markers: DNS [8]

IDDES and IDDES-PC

The coefficient in the ε equation is constant,C∗

ε2 =
Cε2 and ψ in the k equation is computed as

ψ = max

(

1,
k3/2/ε

LIDDES

)

where LIDDES is the usual IDDES length scale [2, 7]

LIDDES = fd(1 + fe)
k3/2

ε
+ (1− fd)CDES∆

IDDES-PC differs from IDDES by the use of a limiter

for ψ, which is derived below.

3 Analysis

Let us define the modeled ensemble-averaged k
and ε, i.e. kM = 〈k〉 and εM = 〈ε〉. Along mean

streamlines, kM and εM are assumed to be in equilib-

rium, which yields, when describing both PITM and

IDDES

dkM
dt

= P k +Dk − ψεM = 0 (3)

dεM
dt

= Cε1
εM
kM

P k +Dε − C∗

ε2

ε2M
kM

= 0 (4)

ψ = max

(

1,
k3/2/ε

CDES∆max

)

(5)

We introduce a perturbation, δkM , which slightly

moves the cut-off between resolved and modeled

scales. We assume that does not affect the dissipation,

i.e

δεM = 0. (6)

Following [3], we assume that δkM/kM does not vary

in space, i.e.

∂(δkM/kM )

∂xj
= 0 ⇒

1

kM

∂(δkM )

∂xj
−
δkM
k2M

∂kM
∂xj

= 0

which gives

∂(δkM )

∂xj
=
δkM
kM

∂kM
∂xj

(7)

The relation above implies that the spatial change of

partition between resolved and modeled turbulence is

proportional to that of the modeled turbulence; this is

a physical, reasonable assumption.

For the PITM model, the perturbation analysis

gives [7, 9]

δC∗

ε2 =
3δkM
kM

(C∗

ε2 − Cε1) ⇒
δfk
fk

=
3δkM
kM

(8)

We find – as expected – that there is a linear relation

between a change in the turbulence kinetic energy par-

tition, δkM , and fk. When fk increases (i.e. the cut-

off wavenumber moves to a lower wavenumber), then

δkM increases (i.e. more turbulence is modeled).

For the IDDES/DES model, the equations for in-

finitesimal perturbations of Eqs. 3-4 are

δP k + δDk − εMδψ = 0
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P k

(

δP k

P k
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)

+Cε2
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(

δkM
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)
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The perturbation analysis gives [7, 9]

δψ =
3 (Cε1ψ − Cε2)
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δkM
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⇒

δψ

ψ
=

3δkM
kM

(

1−
Cε2
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)

(9)

For ψ < Cε2/Cε1, the relation is as expected: an in-

crease in ψ – due to, for example, a decrease in ∆max

– corresponds to a negative δkM (i.e. less modeled and

more resolved turbulence). But for ψ > Cε2/Cε1 this

relation is reversed. The reason is probably that Eq. 7

is not valid. One way to make sure that Eq. 7 is not

violated is to introduce a limit on ψ as

ψ ≤ Cε2/Cε1 (10)

In this way we get a modified IDDES model – denoted

IDDES-PC (Partition Control)– in which the change in

turbulence kinetic energy partition obeys Eq. 7.

Above we made an analysis neglecting the con-

vection terms while retaining the diffusion terms, see

Eq. 3. Next, we make an assumption that the diffusion

term is negligible but we retain the convection term,



Ck, i.e.

P k − Ck − ψεM = 0

Cε1
εM
kM

P k − Cε − C∗

ε2

ε2M
kM

= 0

A perturbation analysis gives, using Eq. 7, for the

PITM model [9]

δfk
fk

=
δkM
kM

(11)

and for the IDDES/DES model [9]

δψ

ψ
=
δkM
kM

(

1−
Cε2

Cε1ψ

)

(12)

The limit on ψ for the IDDES/DES model when ac-

counting for convection is the same as when account-

ing for diffusion (see Eq. 9).

The perturbation analysis presented above – both

when neglecting the diffusion and the convection –

gives the same limit on ψ, i.e. Eq. 10. This limit is

expected to be active when the spatial gradients of the

turbulence kinetic energy partition –and the gradient of

k itself – is largest, i.e. in regions where the changes in

cut-off wavenumber, κc, is strongest. We expect this

to happen at RANS-LES interface in a boundary layer,

at embedded RANS-LES interface and at inlets (pro-

vided that the inlet boundary conditions for k are taken

from RANS).

4 The numerical method

The finite volume code pyCALC-LES [10] is

used. It is fully vectorized (i.e. no for loops). The

solution procedure is based on fractional step. Second-

order central differencing is used in space and the

Crank-Nicolson scheme in time. For k and ε, the

hybrid central/upwind scheme is used together with

first-order fully-implicit time discretization. The dis-

cretized equations are solved with Pythons sparse ma-

trix solvers. For the pressure Poisson equation, the

pyAMG solver [11] has been found to be very efficient.

5 Results

The first test case is fully-developed channel flow

at Reτ = uτh/ν = 5 200, where h denotes half-

channel width. The size of the domain is xmax = 3.2,

ymax = 2 and zmax = 1.6. The mesh has 32×96×32
(x, y, z) cells which gives (∆x+,∆z+) = (800, 400).

Figure 1a shows that both models give virtually the

same velocity profiles. The strongest change in parti-

tion between modeled and resolved turbulence – due

to turbulent diffusion – occurs in the interface region

between RANS and LES. The theoretical maximum

partition change is given by Eq. 9. It can be seen in

Fig. 1b that when going from RANS to LES the mod-

eled turbulence decreases faster – i.e. the energy parti-

tion changes faster – for the IDDES model compared

to IDDES-PC. The reason is – of course – that we limit

the change in turbulence kinetic energy partition in the

IDDES-PC model. Figure 1c shows ψ and we see

that the limitation in ψ in the IDDES-PC model takes

place in the LES region close to the RANS-LES inter-

face. The turbulent viscosity (Fig. 1d) predicted by the

IDDES-PC in the LES region near the interface does

not exhibit any local minimum near the RANS-LES

interface as does the IDDES model. The first impres-

sion may be that the IDDES-PC does not sufficiently

reduce the turbulent viscosity in the LES region near

the RANS-LES interface. But on the other hand, why

should the turbulent viscosity in the LES region close

to the RANS-LES interface exhibit a local minimum

as does the IDDES model? The Smagorinsky model

gives a peak in the turbulent viscosity at the same loca-

tion (the Smagorinsky turbulent viscosity is computed

for post-processing in the IDDES-PC simulation) as

the location of the minimum with the IDDES model.

Finally, it should be noted that many DES/PANS mod-

els predict a local minimum in turbulent viscosity near

the interface, see e.g. [12].

The second test case is channel flow with inlet-

outlet. The same mesh is used as above in the y
and z directions. In the x direction, the extent is

xmax = 9 using 96 cells. The inlet k is taken from

a 1D RANS. Following Eq. 6, Neumann is used for ε,
i.e. ∂ε/∂x = 0. The object is to study how fast the

turbulence models change the partition from modeled

to resolved turbulence when going from RANS to LES

near the inlet. The theoretical partition change is given

by Eq. 12. Figure 2a shows that both models give

reasonable good results (including commutation terms

improves the result, see below, but it is not such a good

test case for partition change). The modeled, turbulent

kinetic energy in Fig. 2b shows the same trend as for

fully-developed channel flow: the change in partition

is much faster for IDDES than for IDDES-PC.

The third test is identical to the second, except that

we in the k equation add a commutation term includ-

ing ∂fk/∂x at the plane adjacent to the inlet. The ob-

ject is to reduce the inlet k, prescribed from 1D RANS,

where fk is taken from the equivalence criterion in

Eq. 2; fk = 1 at the inlet. The commutation term

reads (Interface Model 2 in [12]).

Pc = ktotū1
∂fk
∂x

(13)

where ktot is the sum of resolved (running average)

and modeled turbulent kinetic energy. For more de-

tail on inlet synthetic fluctuations and the commutation

term, see [12].

Figure 3 presents the friction velocity, the modeled

k, ψ and the turbulent viscosity. Thanks to the com-

mutation term, the modeled turbulent kinetic energy

is quickly reduced from RANS values at the inlet to

appropriate LES values. The ψ function is limited in

the entire LES region. Far downstream (not shown),

the limit is active only near the RANS-LES interface
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Figure 3: Channel flow, inlet-outlet with commutation term at the inlet. Markers: DNS [8]
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Figure 5: Hump flow. Velocities. : IDDES-PC model; . IDDES. Markers: experiments [13, 14]
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(as in Fig. 1c). It may be noted – contrary to Fig. 1d

and 2d – the ψ function exhibits a local minimum in

the LES region near the RANS-LES interface also for

the IDDES-PC model. The reason is the commutation

term in Eq. 13 which is large in the interface region

(ktot is large).

The fourth test case is the flow over a two-

dimensional hump. The Reynolds number of the hump

flow is Rec = 936 000, based on the hump length,

c = 1, and the inlet mean velocity at the centerline,

Uin,c = 1. The time step is set to 0.003c/Uin,c. The

inlet is located at x = −2.1 and the outlet at x = 4.0.

The spanwise extent is zmax = 0.2. The mesh has

582×128×32 cells (x, y, z) and it is based on the mesh

in [15] but it is refined in the region −2.1 ≤ x ≤ −1
so that ∆x = 0.01 for x < 0, see Fig. 4a. The inlet

mean flow and the turbulent quantity, k is set from a

2D RANS simulation and ∂ε/∂x = 0. Anisotropic

fluctuations are superimposed on the mean flow in the

same way as in the channel flow simulation and the

commutation term in Eq. 13 is employed.

Figures 4b and 4c compare predicted pressure co-

efficient and skin friction with experiment. The agree-

ment is good for both models. The IDDES model

gives slightly too strong a recirculation region which

is seen also in the velocity profiles (Fig. 5). The total

shear stress and the modeled shear stress are presented

in Fig. 6 (to enhance visibility, the negative modeled

shear stresses are plotted). Both models over-predict

the magnitude of the shear stress at x = 0.65. This



was also seen in [7, 15]. Figure 7 presents ψ and it

is seen that the limit of ψ in the IDDES-PC is active

in a large region in the attached boundary at x = 0.65
but further downstream it is active up to approximately

y − ywall < 0.02. For the IDDES model, ψ has at

x = 0.65 a local peak at y − ywall ≃ 0.07 which fur-

ther downstream moves away from the wall. The peak

has probably its origin at x = 0 where the IDDES

model predicts a large peak in 〈u′u′〉, see Fig. 8a. This

peak is almost three times larger than the peak in the

experiments at x = 0.65 (not shown). Figure 8b shows

the turbulent viscosity and it can be seen that the ID-

DES gives a local peak at x ≃ 0.07 (the same location

as ψ). Such a minimum in the turbulent viscosity in

the LES region close to the RANS-LES interface was

also seen in the channel flows (Figs. 1d and 2d).

6 Conclusions

A new limit on spatial gradient of partition be-

tween modeled and resolved turbulent kinetic energy

is presented. Looking at the turbulent kinetic energy

spectrum, the location of partition corresponds to the

cut-off wavenumber, κc. The limit was introduced in

the perturbation analyses in [3]. It states that the spa-

tial gradient of κc is related to that of k.

It is found that the new model does reduce the gra-

dient of κc in the RANS-LES interface regions as it

should. It is found to give at least as good results as

the standard IDDES model. For the hump flow, the

IDDES-PC model gives better results than the IDDES

model. The reason may be that the resolution in the

boundary layer approaching the hump is too low or

that the synthetic fluctuations are not good enough.

This issue will be addressed in the near future using

a refined mesh and inlet boundary conditions from a

pre-cursor simulation.

The new limit is in this work used in the IDDES

model. It could probably be used in any DES model.
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