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Abstract — Standard dynamic subgrid models have numerical stability problems. The remedy is to average in some homogeneous flow direction(s) or to introduce some artificial clipping. Thus this type of models do not seem to be applicable to real three-dimensional flow without introducing ad hoc user modifications. In the present study a first attempt to formulate a new one-equation subgrid model is presented which reduces the need of this type of user-modifications. The model is applied to recirculating flow in an enclosure.

1. Introduction

Germano et al. [1, 2] propose a dynamic subgrid model in which the constant in the Smagorinsky model is not arbitrarily chosen (or optimized), but where it is computed. The dynamic models which have been developed have problems with negative values of the $C$-coefficient. When a negative $C$ occurs it is believed to represent backscatter, i.e. spectral flow of energy from subgrid scales to resolved scales. This means that the production term in the transport equation for subgrid kinetic energy $P_{k_{sub}} = -\tau_{ij}^{\delta} \bar{u}_{i,j}$ becomes negative, and feeds energy back to the resolved scales. The problem is that negative diffusion (negative $C$) causes numerical problems. These can be handled as long as the total (i.e. viscous plus turbulent) diffusion is positive. However, large negative, turbulent diffusion remains a problem. It is not only negative values on $C$ that causes numerical problems. It exhibits very strong gradient and “fluctuates wildly” [3]. In a ventilated enclosure, for example, the author has found that $C$ varies typically in the range $\pm 0.01$ which should be compared with a standard value of the Smagorinsky constant $C_s^2 = 0.1$. In the literature [3, 4, 5, 6, 7, 8, 9, 10, 11] it has been found that in order to achieve numerical stability present dynamic subgrid models require either that there exist a homogeneous fbw direction or that the dynamic coefficient is clipped at some arbitrary limit in an ad hoc manner. Thus the model does not seem to be applicable to real three-dimensional fbws where no homogeneous fbw direction exists.

An attempt to improve this restriction was presented by Ghosal et al. [12, 13] where they try to optimize the equation for $C$ globally, but still with the constraint that $C > 0$. This optimization leads to an integral equation (Fredholm’s integral equation of the second kind) which is very expensive to solve numerically. They report that it increases the CPU time by 50% [14].

In the present work a new one-equation dynamic subgrid model is applied to recirculating fbw in an enclosure.
2. The Dynamic One-Equation Subgrid Model

If we follow Germano [16] and introduce generalized central moments the transport equation for the subgrid kinetic energy \( k_{sgs} \) reads [15]

\[
\frac{\partial k_{sgs}}{\partial t} + (\bar{u}_i k_{sgs})_{,i} = -\mathcal{T}_f(u_i, u_j) \bar{u}_{i,j} - \left\{ \frac{1}{2} \mathcal{T}_f(u_j, u_i, u_i) + \mathcal{T}_f(u_j, u_j) \right\}_{,i} + \nu (k_{sgs})_{,jj} - \nu \mathcal{T}_f(u_i, u_{i,j}).
\]  

(1)

The dynamic coefficient \( C \) in the production term

\[
P_{k_{sgs}} = -\tau^a_{ij} a_{i,j}, \quad \tau^a_{ij} \equiv \mathcal{T}_f(u_i, u_j) = -2C \Delta k_{sgs}^{\frac{1}{2}} \mathcal{S}_{ij}
\]  

(2)

is computed in a similar way as in the standard dynamic model [1, 2, 12, 13], i.e.

\[
C = -\frac{L_{ij} M_{ij}}{2 M_{ij} L_{ij}}; \quad L_{ij} = \bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j; \quad K = k_{sgs} + \frac{1}{2} \mathcal{L}_{ii}
\]  

\[
M_{ij} = \Delta \overline{k_{sgs}^{\frac{1}{2}}} \mathcal{S}_{ij} - \Delta k_{sgs}^{\frac{1}{2}} \mathcal{S}_{ij}
\]  

(3)

where \( L_{ij} \) denotes the dynamic Leonard stresses, and where \( K \equiv \frac{1}{2} T_{ii} \) is the subgrid kinetic energy on the test level [12, 13, 15]. The diffusion constant can also be computed dynamically as in Refs. [12, 13]. In the present study the standard gradient hypothesis is used with the turbulent Prandtl number set to one. The dissipation term \( \varepsilon_{k_{sgs}} \) is estimated as

\[
\varepsilon_{k_{sgs}} \equiv \nu \mathcal{T}_f(u_i, u_{i,j}) = C^* \frac{k_{sgs}^{\frac{3}{2}}}{\Delta}
\]  

(4)

In order to estimate \( C^* \) attention is turned to the transport equation for \( K \). The equations for \( k_{sgs} \) and \( K \) read in symbolic form

\[
C_{k_{sgs}} - D_{k_{sgs}} = P_{k_{sgs}} - C^* \frac{k_{sgs}^{\frac{3}{2}}}{\Delta}, \quad C_K - D_K = P_K - C^* \frac{K^{\frac{3}{2}}}{\Delta}
\]  

(5a, b)

Apply the test filter to Eq. 5a. If we, similar to what is done in the Algebraic Reynolds Stress model (ASM) [17, 18], assume that the transport of \( k_{sgs} \) is proportional to that of \( K \) with the constant of proportionality \( \overline{k_{sgs}/K} \), Eq. 5 give

\[
\overline{P}_{k_{sgs}} - \frac{1}{\Delta} C^* \overline{k_{sgs}^{\frac{3}{2}}} = \frac{k_{sgs}^{\frac{3}{2}}}{K} \left( P_K - C^* \frac{K^{\frac{3}{2}}}{\Delta} \right),
\]  

(6)

and we obtain

\[
C^{n+1} = \left( P_K - \overline{P}_{k_{sgs}} + \frac{1}{\Delta} C^* \overline{k_{sgs}^{\frac{3}{2}}} \right) \frac{\Delta}{K^{\frac{1}{2}} k_{sgs}}
\]  

(7)

The dissipation cannot be negative which requires that we limit \( C^* \) to positive values, i.e. \( C^* \geq 0 \). In Eq. 7 \( C^* \) is kept inside the filterering process. Following Piomelli [6] the dynamic coefficient under the filter is taken at the old time-step.
To ensure numerical stability a constant value of $C$ in space ($\langle C \rangle_{xyz}$) is used in the momentum equations, which is determined by requiring that the production in the whole computational domain should remain the same, i.e.

$$
\langle 2C \Delta k_{sgs}^\frac{1}{2} \bar{S}_{ij} \bar{S}_{ij} \rangle_{xyz} = 2 \langle \vec{C} \rangle_{xyz} \langle \Delta k_{sgs}^\frac{1}{2} \bar{S}_{ij} \bar{S}_{ij} \rangle_{xyz} \tag{8}
$$

The idea is to include all local dynamic information through the source terms of the transport equation for $k_{sgs}$. This is probably physically more sound since large local variations of $C$ appear only in the source term, and the effect of the large fluctuations in the dynamic coefficients will be smoothed out in a natural way. This means that the need to restrict or limit the dynamic coefficients is reduced or may not be necessary altogether. However, if we have to restrict the dynamic coefficients in the $k_{sgs}$ equation this does not affect the results as much as if the coefficient in the original dynamic model is restricted. The reason is that in the one-equation model the coefficients affect the stresses only in an indirect way (the source terms are part of a transport equation) whereas in the original dynamic model the dynamic coefficient is linearly proportional to the stresses. It is extremely important to use subgrid models which are numerically stable and where the need to introduce ad hoc modification is limited as far as possible, if we want to develop turbulence models applicable to general flow situations.

The spatial variation of $C$ is included via the production term in the modelled $k_{sgs}$ equation. In this way backscatter is taken into account in an indirect way. Although it is not fed directly back to the resolved flow, it influences the resolved flow via the kinetic subgrid energy. A negative production reduces $k_{sgs}$ and this effect influences the neighborhood through convection and diffusion of $k_{sgs}$.

The new model can be summarized as follows:

1. The equation for the kinetic subgrid energy is solved (Eq. 1);
2. The production term (see Eq. 2) is computed using the local dynamic coefficient (Eq. 3) without any averaging or restrictions;
3. The turbulent Prandtl number in the diffusion term is set to one;
4. The local dynamic coefficient in front of the dissipation term is computed from Eq. 7;
5. The subgrid stresses in the momentum equation are computed using a homogeneous values $\langle C \rangle_{xyz}$ of the dynamic coefficient determined from Eq. 8; $\langle C \rangle_{xyz}$ is also used in the diffusion term in the $k_{sgs}$ equation.
6. The boundary condition for $k_{sgs}$ is zero at all boundaries.

The boundary conditions for $k_{sgs}$ does not seem to affect the results much, and the reason is that the equation is dominated by its source terms, production and dissipation (see Fig. 7b).

Some limits on $C_*$ are used. It is not allowed to go negative (this occurs in approximately 10% of the nodes). A limit is also used to prevent $C_*$ from growing too large. Presently an arbitrary value of 10 is used; this limit is reached in approximately 25% of the nodes (see Eq. 4b), which is much too much.

### 3. The Numerical Method

An implicit, two-step time-advancement methods is used. When the filtered Navier-Stokes equation for $\bar{u}_i$

$$
\frac{\partial \bar{u}_i}{\partial t} + \frac{\partial}{\partial x_j} (\bar{u}_i \bar{u}_j) = -\frac{1}{\rho} \frac{\partial \rho}{\partial x_i} + \nu \frac{\partial^2 \bar{u}_i}{\partial x_j \partial x_j} - \frac{\partial \tau_{ij}}{\partial x_j} \tag{9}
$$

is solved菖
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is discretized it can be written

\[
\alpha_{i}^{n+1} = \alpha_{i}^{n} + \Delta t \left( u_{i}^{n} + \frac{1}{\rho} \alpha \Delta t \frac{\partial p_{i}^{n+1}}{\partial x_{i}} - \frac{1}{\rho} (1 - \alpha) \Delta t \frac{\partial p_{i}^{n}}{\partial x_{i}} \right)
\]

where \(H(u_{i}^{n}, u_{i}^{n+1})\) includes convection and the viscous and subgrid stresses, and \(\alpha = 0.5\) (Crank-Nicolson). Equation 10 is solved which gives \(\alpha_{i}^{n+1}\) which does not satisfy continuity. An intermediate velocity field is computed by subtracting the implicit part of the pressure gradient, i.e.

\[
\alpha_{i}^{*} = \alpha_{i}^{n+1} + \frac{1}{\rho} \Delta t \frac{\partial p_{i}^{n+1}}{\partial x_{i}}.
\]

Taking the divergence of Eq. 11 requiring that continuity (for the face velocities which are obtained by linear interpolation) should be satisfied on level \(n + 1\), i.e. \(\partial \alpha_{i, f}^{n+1} / \partial x_{i} = 0\) we obtain

\[
\frac{\partial^{2} p_{i}^{n+1}}{\partial x_{i} \partial x_{i}} = \frac{\rho}{\Delta t \alpha} \frac{\partial \alpha_{i, f}^{*}}{\partial x_{i}}.
\]

The numerical procedure at each time step can be summarized as follows [19].

1. Solve the discretized filtered Navier-Stokes equation for \(\bar{u}, \bar{v}\) and \(\bar{w}\).
2. Create an intermediate velocity field \(\bar{u}_{i}^{*}\) from Eq. 11.
3. The Poisson equation (Eq. 12) is solved with an efficient multigrid method [20].
4. Compute the face velocities (which satisfy continuity) from the pressure and the intermediate velocity as

\[
\alpha_{i, f}^{n+1} = \alpha_{i, f}^{*} - \frac{1}{\rho} \Delta t \left( \frac{\partial p_{i}^{n+1}}{\partial x_{i}} \right)_{f}.
\]

5. Step 1 to 4 is performed till convergence (normally two or three iterations) is reached.
6. The turbulent viscosity is computed.
7. Next time step.

Please note that although no explicit dissipation is added to prevent odd-even decoupling, an implicit dissipation is present. The intermediate velocity field is computed at the nodes (see Eq. 11) subtracting a pressure gradient. When, after having solved the pressure Poisson equation, the face velocity field is computed a pressure gradient at the faces (see Eq. 13) is added. This is very similar to the Rhie-Chow dissipation [21].

4. Results

A steady computation is first carried out using the CALC-BFC code and the \(k - \varepsilon\) model [22]. These results are used as initial start fields in the LES calculations. The predictions are compared with Laser-Doppler measurements of Restivo [23] (also available in Ref. [24]). The geometry is given by (see Fig. 1):

\[
L/H = 3, W/H = 1, h/H = 0.056, t/H = 0.16, Re = \frac{U_{in} h}{\nu} = 5000
\]

We have used \(H = 3\) m, \(U_{in} = 0.455\) m/s, and air of 20°C. Inlet boundary conditions are set as

\[
\bar{u}_{in} = U_{in} + \text{random} \cdot u_{rms,exp}, \quad \bar{v}_{in} = \text{random} \cdot u_{rms,exp}, \quad \bar{w}_{in} = \text{random} \cdot u_{rms,exp}
\]
Figure 1: Ventilated enclosure.

Table 1: Geometrical details of the mesh. The \( \text{min} \) distances denote the extent of the control volume near the wall. Index \( c \) and \( f \) denote ceiling and floor, respectively.

<table>
<thead>
<tr>
<th>( \Delta x_{\text{min}}/H )</th>
<th>( \Delta y_{\text{min},f}/H )</th>
<th>( \Delta y_{\text{min},c}/H )</th>
<th>( \Delta z_{\text{min}}/H )</th>
<th>( \Delta x_{\text{max}}/H )</th>
<th>( \Delta y_{\text{max}}/H )</th>
<th>( \Delta z_{\text{max}}/H )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0084</td>
<td>0.015</td>
<td>0.0013</td>
<td>0.0074</td>
<td>0.061</td>
<td>0.033</td>
<td>0.025</td>
</tr>
</tbody>
</table>

Note that the random function is called at different times for \( \bar{u}_{in} \), \( \bar{v}_{in} \) and \( \bar{w}_{in} \), which means that the fluctuations are not correlated so that \( \langle \bar{u} \bar{v} \rangle_{in} = \langle \bar{u} \bar{w} \rangle_{in} = \langle \bar{v} \bar{w} \rangle_{in} = 0 \).

At the outlet the exit velocity is computed from global continuity and it is taken as constant over the outlet. Zero gradient is set for the remaining variables.

At all six walls traditional wall functions \([22]\) are used if \( y^+ > 11 \). Along the ceiling these are never used as the boundary layer is well resolved \( y^+ < 3 \) for the first node.

A \( 96 \times 64 \times 64 \) grid has been used. A hyperbolic tangent function is used in \( x \) and \( z \) direction, whereas geometric stretching is used in the \( y \) direction. At the position \( x/H = 2 \) (see Fig. 5) 17 nodes are located inside the velocity maximum, \( y_{1/2} \) corresponds to \( y/H = 0.89 \), and for the near-wall node \( y^+ \approx 2 \). For more details, see Table 1. Results using other meshes are presented in Refs. \([9, 22]\). The number of time steps used in each calculation is typically 40000 using a maximum CFL number of two. This corresponds to approximately 2200 seconds. The streamwise average of the peak velocity in the wall jet along the ceiling is close to \( U_{aw} = 0.5U_{in} \) \( (= 0.228 \text{ m/s}) \). Thus the time it takes for a fluid particle to move from the inlet to the opposite wall can be estimated as \( L/U_{aw} \approx 40 \) seconds, which means that 2200/40 = 55 characteristic time units \( (L/U_{aw}) \) are covered in a simulation. All results presented below have been obtained using 40 000 time steps. Averaging has been performed during the last 15 000 or 20 000 time steps. Tests presented in \([22]\) show that this is more than enough. Unless otherwise stated all results presented have been obtained with the new dynamic one-equation model.

In Fig. 2 the time averaged \( \bar{u} \) velocities and resolved fluctuations are compared with experiments, and as can seen the agreement is reasonably good. The predicted peak velocity in the wall jet is slightly too low and the width of the wall jet is somewhat over-predicted. The original dynamic model \([1, 2, 22]\) is compared with the new dynamic one-equation model and the predicted results are comparable.

The time history of \( \bar{u} \) and \( k_{sgs} \) are shown in Fig. 3. From the time history of \( \bar{u} \) there seems to be some large structures present with a cycle of 200 to 250 seconds. The subgrid turbulent kinetic energy \( k_{sgs} \) is generally small with some peaks.

From the time history of the homogeneous dynamic coefficient \( \langle C \rangle_{xyz} \) in Fig. 4a we find that the time averaged value is close to 0.05 which corresponds to a value of the Smagorinsky
constant $C_s = 0.22$. The coefficient rather often wants to go negative, but it is clipped at zero. The $C_s$ coefficient connected with the dissipation term in the $k_{sgs}$ equation is presented in Fig. 4b. It is shown during a short time in order to visualize its behavior. It can be seen that it very often hits its limits zero and 10, which is not desirable. Looking at its equation (Eq. 7) we find that there is a strong positive feedback between $k_{sgs}$ and the $C_s$ coefficient. If $k_{sgs}$ goes towards zero, the coefficient $C_s$ increases sharply and thereby increases the dissipation term in the $k_{sgs}$ equation (Eq. 1), which decreases $k_{sgs}$ even more. Vice versa if $k_{sgs}$ increases: the coefficient $C_s$ decreases and as a result the dissipation term decreases and $k_{sgs}$ increases even more. This is what we see in Fig. 4b. When $C_s$ starts to decrease the positive feedback enhances this tendency and $C_s$ hits the lower limit; vice versa if the coefficient increases. Thus the form used in Eq. 7 does not seem to be very suitable.

4.1. Wall jet

The flow along the ceiling is a wall jet. Thus it could be interesting to compare with wall jet data. The experiments of Karlsson et al. [25] have been chosen. The Reynolds number in the wall jet experiment is higher ($Re = 10000$) than in the present study.

In Fig. 5 the streamwise mean velocities, computed with the standard dynamic model and the one-equation dynamic model, are compared with experiments, and the agreement is very good. If we, however, compare the width and the maximum velocities this picture changes. The predicted wall jet spreads too much and the peak velocity is predicted too low compared with experiments (see Table 2), which agrees with the comparison in Fig. 2. The reason for the rather poor agreement could be due to insufficient grid. It could also be that the subgrid models (both the dynamic and the dynamic one-equation model) give too low a subgrid viscosity. As a result this would give too large exchange of momentum in the $y$ direction due to too little damping (by the subgrid stresses) of the resolved fluctuations.

The stresses in the wall jet are shown in Fig. 6. The predicted streamwise stress agrees well with experiments in the outer region. The minimum (in the region of the maximum velocity) is not well captured. The predicted $\langle u''v'' \rangle_s$ is too low compared to experiments. The predicted shear stress is in good agreement with the experimental one. The stress changes sign near the wall and the location agrees well with the experimental one; the positive peak, however, is under-predicted. The dynamic Leonard stress $L_{12}$ (see Eq. 3) is also included. It is interesting to note that in the region where the velocity attains its maximum and the resolved shear stress
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Figure 3: Time history of $\bar{u}$ and $k_{sgs}$ at one chosen cell. $x/H = 2.0$, $y/H = 0.92$, $z/H = 0.5$.

Figure 4: Time history of the dynamic coefficients. a) The dynamic coefficient $\langle C \rangle_{xy}$ at one chosen cell. b) The dynamic coefficient $C_*$ at one chosen cell $x/H = 2.0$, $y/H = 0.92$, $z/H = 0.5$.

Figure 5: Time averaged velocity. $z/H = 0.5$. LES: $x/H = 2$ ($x/h = 35.7$); exp: $x/h = 40$. Solid line: 1-eq. dynamic model; dashed line: dynamic model; +: experiments [25].
Table 2: Comparison with wall jet data [25]

<table>
<thead>
<tr>
<th></th>
<th>$x/h$</th>
<th>$U_{\text{max}}/U_{\text{in}}$</th>
<th>$d\delta_{1/2}/dx$</th>
<th>$y_{1/2}/h$</th>
<th>$y(U_{\text{max}})/h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LES</td>
<td>17.9</td>
<td>0.718</td>
<td>-</td>
<td>2.23</td>
<td>0.51</td>
</tr>
<tr>
<td>LES</td>
<td>35.7</td>
<td>0.545</td>
<td>0.12</td>
<td>4.51</td>
<td>0.64</td>
</tr>
<tr>
<td>Exp.</td>
<td>20</td>
<td>0.771</td>
<td>-</td>
<td>1.88</td>
<td>0.35</td>
</tr>
<tr>
<td>Exp.</td>
<td>40</td>
<td>0.566</td>
<td>0.08</td>
<td>3.48</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Figure 6: Resolved stresses. Symmetry plane $z/H = 0.5$. LES: $x/H = 2$ ($x/h = 35.7$); exp: $x/h = 40$. a) Solid line: $\langle u' u' \rangle_t / U_{\text{max}}^2$; dashed line: $\langle v' v' \rangle_t / U_{\text{max}}^2$; dash-dotted line: $\langle w' w' \rangle_t / U_{\text{max}}^2$; +: experimental $\bar{u}^2 / U_{\text{max}}^2$; o: experimental $\bar{v}^2 / U_{\text{max}}^2$ [25]. b) Solid line: shear stress $\langle u' v' \rangle_t / U_{\text{in}}^2$; dashed line: dynamic Leonard stress $\langle \mathcal{L}_{12} \rangle_t / U_{\text{in}}^2$; dash-dotted line: subgrid shear stress $\langle \tau_{12} \rangle_t / U_{\text{in}}^2$; o: experimental $\bar{w} / U_{\text{max}}^2$ [25].

changes sign, $\mathcal{L}_{12}$ is considerably larger than the resolved stress (this is also seen for the turbulent kinetic energies in Fig. 7a). It can be seen that the subgrid stress is much smaller than the resolved stress. Actually, at $x/h = 40$, the time averaged subgrid turbulent viscosity is of the same order as the viscous one ($\nu_{\text{gs}} < 2\nu$), whereas the instantaneous value can be much higher ($\nu_{\text{gs,m,ax}} \approx 23\nu$).

In Fig. 7a turbulent kinetic energies are presented. We find that the subgrid energy $k_{\text{gs}}$ is much smaller than the resolved one, but it is not negligible. The dynamic Leonard kinetic energy is a large fraction of the resolved kinetic energy and, as was the case for the shear stress in Fig. 6b, it exceeds the resolved kinetic energy near the region of the velocity maximum. In Fig. 7b the time averaged production and dissipation term in the $k_{\text{gs}}$ equation are shown. As can be seen they are fairly much in balance. The spatial variation of $\langle C_s \rangle_t$ is also included.

5. Conclusions and Future Work

This is the first contribution towards a development of a new dynamic subgrid model. The general idea is to include dynamic information in the source terms of an equation for the turbulent kinetic subgrid energy $k_{\text{gs}}$ rather than directly in the momentum equations. In the momentum equation a homogeneous value (keeping the time dependence) of the local dynamic coefficient is used. In this way numerical stability is greatly enhanced since the large oscillation in the local dynamic coefficients enter as source terms in the $k_{\text{gs}}$ equation, and they are naturally smoothed out through convection and diffusion. This model naturally accounts for back-scatter since the
production term in the $k_{sgs}$ equation is permitted to go negative.

It was found that the current form for computing the local dynamic coefficient in front of the dissipation term is not a good choice. The reason is that the coefficient tends to oscillate between its minimum and maximum permitted values due to a positive feedback. One way to avoid this problem is to, instead of using an ASM-like expression (Eq. 6), assume that the right-hand sides of the $k_{sgs}$ and $K$ equation are equal (see Eq. 5), i.e.

$$\hat{P}_{k_{sgs}} - C_* \frac{\bar{k}_{sgs}^{3/2}}{\Delta} = P_K - C_* \frac{K^{3/2}}{\Delta} \Rightarrow C_*^{n+1} = \left( P_K - \hat{P}_{k_{sgs}} + \frac{1}{\Delta} \frac{C_*^{n} \bar{k}_{sgs}^{3/2}}{K^{3/2}} \right) \frac{\Delta}{K^{3/2}}.$$
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