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Large Eddy Simulation of the Flow
Around a Three-Dimensional Bluff Body

Siniša Krajnović and Lars Davidson
Department of Thermo and Fluid Dynamics, Chalmers
University of Technology, SE-412 96 Göteborg, Sweden

Large Eddy Simulations of the flow around a surface-mounted cube were made. It was
shown that it is possible to obtain accurate results at a computational cost of only 60 CPU
hours on a SGI R10000. Two one-equation subgrid models are used for modeling the SGS
stress tensor. A series of time-averaged velocities and turbulent stresses are computed and
compared with the experiments,1 showing good agreement. Global quantities such as drag
and lift coefficients are presented. The transfer of the turbulent energy was studied, and
the reverse transfer of energy (“backscatter”) was predicted. Coherent structures and other
flow features were studied. The results show good agreement with experimental observa-
tions.

Introduction
The flow around a three-dimensional bluff body

is of great interest in engineering practice. Typi-
cal examples of engineering applications are the
computation of wind loads on buildings or a simu-
lation of the flow around vehicles. This work is
connected to the latter and studies some aspects re-
lated to vehicle aerodynamics, such as drag and lift.
Most studies of this kind of flow are experimental.
Early studies are by Castro and Robins2 and Hunt
et al.,3 and the most recent papers are by Schofield
and Logan ,4 Martinuzzi and Tropea1 and Hussein
and Martinuzzi.5 Numerical studies are more rare
owing to high Reynolds number and poor prediction
of this flow using Reynolds-Averaged Navier Stokes
(RANS) modeling.

This kind of flow was recently computed using
Large Eddy Simulation (LES), and results were
presented at two workshops.6,7 Many of these si-
mulations were performed using extremely fine re-
solution (more than

�����
nodes). Near the wall,

these simulations approach Direct Numerical Si-
mulation (DNS), resolving the near-wall streaks,
and may be described as Quasi-Direct Numeri-
cal Simulation (QDNS).8 Instantaneous results
of Large Eddy Simulation of channel flow were
used as the inlet boundary condition. This inlet
boundary condition provides correct turbulence in-
tensity and shear in the upstream flow. Such a
boundary condition can be created for this test case
because the Reynolds number is moderate, making
LES of the channel flow feasible. In flow with hig-
her Reynolds number (e.g. the flow around bus-like
body9), it is too costly to obtain this kind of inlet
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boundary condition.
The purpose of this paper is to present LES of

the flow around a surface-mounted cube where the
subgrid-scale (SGS) model plays an important role
and a relatively coarse mesh is used.

Computational details
The bluff body used in this work is a sharp-edged,

surface-mounted cube. The geometry of the com-
putational domain is given in Fig. 1. Interaction of
such a body with mean stream flow results in three-
dimensional flow even in the mean (see Fig. 2).
This can be compared with the flow around two-
dimensional bodies (e.g. long cylinder), which is
only two-dimensional in the mean.

The Reynolds number was ���
	���
�������	�� �������
based on the incoming mean bulk velocity, ��
 , and
the obstacle height, � . The cube is located between� ����	 �

and � ����	 �
and the channel height is� 	���� (see Fig. 1). A computational domain with

an upstream length of �! �"�#	%$ and a downstream
length of �'& �"�(	�) was used, while the span-wise
width was set to *+���,	.- . The mesh was /��1032 � 04)�)
nodes. Near the walls of the channel, 5768:9<; 	,$>=?- ,
while 5 68�9<; 	@2A=B� on the top of the cube. The time
step was set to 0.02, which gave a maximum C�DFE
number of approximately � .
Boundary Conditions

The experimental profile (constant in time) was
used at the inlet. The lateral boundaries were tre-
ated as slip surfaces. At the downstream boundary,
the convective boundary condition GIHKJG�L

M.N GIHKJGIO 	 �
was used. Here, N is the mean bulk velocity, �:
 . No-
slip conditions were used at the upper and lower
surfaces.
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Fig. 1 Geometry of the computational domain.

Fig. 2 Time-averaged second invariant of the ve-
locity gradient ��� �"!$#&% .
Numerical method

This work uses a 3-D finite-volume method for
solving the incompressible Navier-Stokes equa-
tions. Both convective and viscous plus subgrid
fluxes are approximated by central differences of
second-order accuracy. A Crank-Nicolson second-
order scheme was used for time integration. The
momentum equations are solved with the Gauss-
Seidel method while a multigrid V-cycle is used for
the acceleration of convergence when solving the
pressure equation .10,11

Subgrid models
Two one-equation subgrid models are used in the

present study. Both models are subgrid-scale (SGS)
kinetic energy models. The SGS stress tensor is
modeled as ' 9)( 	+*4���",.-/,102 93( with eddy viscosity de-

fined as � ,�-4, 	 C�576 89,�-4, and SGS kinetic energy as6 ,.-/, 	 � ���:' 9<9 .
The first model was developed by Davidson12

(OEM). This model has also been successfully ap-
plied to fully developed channel flow13 and vortex
shedding flow around square cylinders.14,15 The
modeled transport equation for the subgrid kinetic
energy, 6�,.-/, , reads; 6 ,.-/,; � M ;; � ( < 0
 ( 6�,�-4,4=�	 >@?/ACB.A
M ;; � ( DFE CHG�I 8 5J6 89,�-4, M �LK ; 6�,�-4,; � (NM * CHO 6QP9,�-4,5 = (1)

Here,

C 	 *SR 93(�T 93(� T 9)( T 9)(�U T 93( 	 V�W5YX 89 V�W02 9)( *Z5 V W6 89,.-/, 02 9)( UX 	 V W6�,.-/, M �� R 9<9 U >�?/A[B.A 	.��C�576 89,�-4, 02 9)( 02 9)( (2)

where R 93( denotes the dynamic Leonard stresses
and X]\ � ���:^ 9<9 is the subgrid kinetic energy on
the test level. An overbar denotes a grid filter with
filter width 5 whereas V�W is a test filter with filter
width V�W5�	 �_5 . To ensure numerical stability, a
constant value of C in space, C G�I 8 , is used in the
momentum equations and in the diffusion term in
Eq.1. CHG�I 8 is computed with the requirement that
the SGS dissipation of the resolved kinetic energy,> ? ACB.A , in the whole computational domain remains
the same as with the local coefficient, C , i.e.` ��C�5J6 89,�-4, 02 93( 02 9)(�a Ocb4d 	 ��C G�I 8 ` 5J6 89,�-4, 02 93( 02 9)(�a O�b4d (3)

where
` a O�b4d denotes space-averaging.

The dissipation coefficient for time step
� M � has

the form

C ; 6
 O 	fe�>@gh* V�W>i?/A[B.A M �5 V WC ;O 6QP9,�-4,4j V�W5X P9 (4)

with

>kg 	 ��ClV�W5YX 89 V�W02 9)( V�W02 9)( = (5)

All local dynamic information is included
through the source terms. This is physically more
sound since large local variations in C appear only
in the source term, and the effect of the large fluctu-
ations in the dynamic coefficients will be smoothed
out. The coefficients in the one-equation model af-
fect the stresses in only an indirect way. In the
standard dynamic model, the C coefficient is li-
nearly proportional to the stresses, which makes it
numerically unstable.
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The second model studied in this paper is the
localized dynamic 6 ,�-4, * equation model (LDKM)
proposed by Menon and Kim.16 In the LDKM, the
following transport equation is solved:; 6 ,�-4,; � M ;; � ( < 0
 ( 6 ,�-4, = 	 > ? ACB.A

M ;; � ( DFE C�576 89,.-/, M � K ; 6�,.-/,; � ( M * C O 6 P9,�-4,5 (6)

where

C 	
�
� R 9)(�� 9)(� 9)( � 9)(FU �793( 	 * V�W5 6 89L � , L V W02 9)( U 6 L � , L 	 �

� R 9 9 (7)

and

C O 	 V�W56 P9L � , L < � M �",�-4,c=
�� V W; 0
 9; � ( ; 0
 9; � ( * ; V W0
 9; � ( ; V W0
 9; � (

��
= (8)

One-equation SGS models offer a number of ad-
vantages over the standard dynamic model:

1. One-equation models can predict backscatte-
ring. In the standard dynamic model the dy-
namic coefficient must be averaged in some ho-
mogeneous direction or be clipped in an ad hoc
manner. This averaging and clipping implies
often � M � ,�-4,�� � , i.e. > ? A[B.A � *4��� 02 9)( 02 9)( . Thus
the backscattering is restricted.

2. In the Germano model the dynamic coefficient
must be clipped and/or averaged in the homo-
geneous direction(s). The local values of the dy-
namic coefficients can be used in one-equation
models.

3. Although it is necessary to solve an additional
transport equation, one-equation models are
often computationally cheaper than the Ger-
mano model thanks to greater numerical sta-
bility.14,17

The one-equation models include memory effects.
Nevertheless, we use these models essentially for
stability reasons.

Results
Statistics of the mean flow

A series of time-averaged resolved velocities and
turbulent stresses are computed and compared
with the experiments. The results for the veloci-
ties are generally in much better agreement with
the experiment than the stresses. Some results
are presented in Figs. 3 and 4. Results for ot-
her positions and for

` 

	 & a L and
`�� 	 & a L are presen-

ted in Ref. 18. As can be seen, the predictions

made without a model give poor agreement, whe-
reas the two subgrid models give good agreement
with experiments. The separation region at the
top of the cube without a model is much too thin
(see Fig. 3). This is probably because, without a
model, the resolved fluctuations are not damped
by any subgrid viscosity, and the resolved fluctu-
ations consequently become too large. This gives
excessively large turbulent diffusion, making the
separation region smaller and thinner. It can be
seen in Fig. 4 that the resolved shear stress

` 

	 � 	 a Lwithout a model is not larger than those obtained
with a model; however, care should be taken in
comparing these since the time-averaged velocity
fields are very different. Instead, we could argue as
follows: the resolved shear stress without a model
is of the same magnitude as with a model, although
the velocity gradient of the time-averaged velocity
field without a model is much smaller; thus, taking
into account the difference in the time velocity fi-
elds, the resolved shear stress without a model is
indeed larger. Both one-equation models gave simi-
lar results.

The effect of the models is noticeable in a compa-
rison with the calculation without a model. These
differences are especially visible close to the roof
of the cube and far downstream. The case stu-
died in this paper was a test case at the 6th
ERCOFTAC/IAHR/COST Workshop6 using RANS
models. The velocity profiles, especially further
downstream of the cube, are much better predicted
by LES in the present work. The turbulence stres-
ses are in significantly better agreement with the
experimental values.

Numerical wiggles are present in the mean ve-
locity profile

` 0
 a L for � ��� 	 * � = � , as can be seen
in Fig. 3. This is probably due to a combina-
tion of coarse mesh in that part of the domain
and use of the central differencing scheme. In the
case of shear stresses, both the resolved quantity` 
�	 � 	 a L and the SGS quantity

` '  �& a L were compu-
ted as suggested by Reynolds.19 Similar results
for the total (i.e. resolved plus SGS) shear stres-
ses from LES using Smagorinsky model are shown
in Krajnović.20 We also computed

` 

	 & a L M ` '   a L ,`�� 	 & a L M ` ' & & a L and
` ��	 & a L M ` '���� a L and compared them

with the experiments. The total (i.e. resolved plus
SGS) turbulent stress are not shown here because
we found that the difference between these and re-
solved mean turbulent stress is almost negligible.

In Fig. 5, the oil-film visualization by Martinuzzi
and Tropea1 is compared with streamlines projec-
ted onto the floor. The predicted streamline pictu-
res show most of the details observed in the expe-
riments. In the experiments, Martinuzzi and Tro-
pea observed three main curves in front the cube.
Curve A corresponds to the primary, upstream se-
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Fig. 3 Comparison between OEM (dashed line),
LDKM (solid line) and calculation without model
(dashed-dotted line). Experiments1 ( � and � ).

paration curve and curve B corresponds to the ap-
proximate time-averaged location of the horseshoe
vortex. Curve C indicates a secondary recircula-
tion at the front base of the cube.1 Curves A and
C are clearly visible in the picture of the predic-
ted streamlines, while curve B is somewhat weaker.
The uncertainty of the experiment in this region is
very large, and the flow between curves A and B
is unstable. From this we conclude that it is not
clear whether experiments or LES give better re-
sults in this part of the domain. The contour of the
recirculation downstream of the cube is also clearly
visible.

Because of the inability to average over statisti-
cally equivalent points, the symmetry was used
as a measure of whether the simulation was run
for a sufficiently long time. The averaging time
in the simulation was

� ������
 	 $ ��� (7500 time
steps). As can be seen in Fig. 5, the surface stream-
lines downstream the cube are symmetric, which
indicates that the number of averaging samples is
sufficient. Figure 6 plots the streamlines in the
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Fig. 4 Comparison between OEM (dashed line),
LDKM (solid line) and calculation without model
(dashed-dotted line). Experiments1 ( � ).

Model ���  ��� ���  
Exp. 1.04 - 1.61
OEM 0.97 0.95 1.44
LDKM 1.06 0.95 1.38

Table 1 Lengths for re-attachment and separation
(see Fig. 7a).

symmetry plane. The vortices on the top and be-
hind the cube and the head of the horseshoe are
clearly visible in this picture. The re-attachment
length, � �  , and separation lengths, � �  and � �
(Fig. 7a), are determined from the distribution of
the skin friction coefficient, C�� 	#�"'
	 ���A�1
 , shown
in Fig. 7b. Comparisons of different time-averaged
recirculation lengths with experiments are shown
in Table 1.

Global Quantities
The mean and RMS drag and lift coefficients are

presented in Table 2. The time history of C�
 and
C�� is given in Fig. 8. There are no experimental
values for drag and lift coefficients known to the
authors. The values of mean and RMS values for
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Fig. 5 a) Oil-film visualization by Martinuzzi and
Tropea compared with streamlines of the mean
flow projected onto the channel floor for LES with
b) OEM, c) LDKM and d) without a model.
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Fig. 6 Streamlines of the mean flow projected
onto the center-plane of the cube using LDKM.
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Fig. 7 a) Re-attachment and separation lengths.
b) Time-averaged skin friction coefficient on the
channel floor and roof of cube. Solid line: LDKM;
dashed line: OEM; dashed-dotted line: no model

Model
` C�
 a L C�
�� � 8 , ` C � a L C ��� � 8 ,

Exp. - - - -
OEM 1.14 0.062 0.92 0.038
LDKM 1.16 0.070 0.91 0.040

Table 2 Mean and RMS values of drag and lift co-
efficients.
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OEM and LDKM are very similar.

SGS dissipation of the resolved kinetic energy

Special care was given to the phenomenon of
“backscatter”. It is well known that, in addition
to the transport of the turbulent energy from large
to small scales, the reverse transport is also pos-
sible (“backscatter”). In the Smagorinsky model
the SGS dissipation of the resolved kinetic energy,06 , is > ? A[B.A.	 * ' 9)( 02 9)( � �

, i.e. the model is pu-
rely dissipative. Both one-equation models used in
this work are able to predict negative SGS dissipa-
tion of 06 , indicating “backscatter”. Depending on
how large a fraction of the total energy transport
is contained in the reverse transport, backscatter
can be of importance. Constant C in the model
for the SGS dissipation of 06 is permitted to be ne-
gative in both OEM and LDKM. When C becomes
negative, it represents modeled “backscatter”. The
SGS dissipation of 06 , > ? ACB.A , was studied instanta-
neously in Fig. 9 and in a time-averaged way in
Figs. 10 and 11. The LDKM gives a smaller mag-
nitude of negative > ? A[B.A than OEM. The strongest
backscatter occurs near the front vertical corners,
see Figs. 9, 10 and 11. The lower values of nega-
tive >�?/ACB.A follow the horseshoe in the case of OEM,
Fig. 10b. Two isosurfaces of the mean SGS dissi-
pation term for LDKM are shown in Fig. 11. It can
be seen in Fig. 11a that the strongest backscatter is
more uniformly distributed near the front vertical
corners than in OEM.

It can be seen in Fig. 11b that LDKM predicts
backscatter far upstream of the cube, in regions
where the grid is refined. Thus LDKM seems to be
more sensitive to grid refinement than OEM. This
is because LDKM is more local than OEM. One can
also find low-value backscatter located in the recir-
culation zone in front and on the roof of the cube,
Fig. 11b.

To explain the reasons for negative >�?/A[B.A , we
computed the numerator in the expression of C
in Eq. 2,

` R 9)(�T 9)(�a L , in the position of the strong-

PSfrag replacements

Mesh A

Fig. 9 Isosurface of the instantaneous SGS dissi-
pation of �� , 	�
 A[B.A �
� # in OEM.

est backscatter. It can be seen in Fig. 12a that, in
the regions of strongest negative

` > ?/ACB.A a L , ` R  �& T  �& a Land
` R  � T  � a L are the dominant terms. R  � is

the most important negative term, as is shown in
Fig. 12b.

Numerical stability
The time history of the dynamic coefficient, C ,

and the dissipation coefficient, CkO , is shown for the
two subgrid models in Fig. 13. It can be seen that
the time history of C is much smoother for LDKM
than for OEM. In OEM, similarity assumptions are
made between the grid level (length scale ����5 , ve-
locity scale 6 89,�-4, ) and the test level (length scale ���V�W5 , velocity scale X 89 ). However, in LDKM, the si-
milarity assumption is made between the grid level

and the intermediate level (length scale 5������ V�W5 ,
velocity scale � � = 2 R ?4?�� 89 ).The denominator in Eq. 7, � 9)( � 9)( , does not tend to
zero as much as the denominator, T 93(�T 93( , in OEM
(Eq. 2), which explains why C does not oscillate as
much in LDKM. In LDKM, the local coefficient is
used in the momentum equation (with the restric-
tion � M �",.-/, � �

), which makes the model less
stable. The time history of coefficient C O in front of
the dissipation term (see Eqs. 4 and 8 and Fig. 13)
is also smoother in LDKM than in OEM, although
the difference is much smaller than for C . The dis-
sipation coefficient often tends toward zero (it is
restricted so that C O � �

) but never becomes lar-
ger than 5.

Sensitivity to grid refinement
Sensitivity to grid refinement in both time and

space was studied. A similar study using the
Smagorinsky model is reported in Ref. 20. It is
very difficult to study sensitivity to grid refinement
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a)

b)

Fig. 10 Isosurface of the time-averaged SGS dis-
sipation of �� in OEM. a) � 	 
 A[B.A���� � � # , b) � 	 
 A[B.A���� �
� �"! ��� .
because refining the grid also changes the model.
This is because 5 in �_,.-/, 	 C�576 89,�-4, is defined as5�	 < 5  5 & 5 � =  	� � . It is possible to define 5 so that
it is mesh independent, but this would drastically
increase the cost of the calculation. We found that
this mesh with only 270600 nodes gave results com-
parable with results from the workshops,6,7 where
some participants used more than

��� �
nodes.

Physics of The Flow

In experiments, one is often limited to measuring
flow quantities in only one point or plane. From
large eddy simulation, we obtain the instantaneous
flow-field in the whole computational domain. This
makes it possible to make a very detailed study of
the flow. In this section, we study the physics of the
flow and compare our findings with the results of
the experiments.1,5

We found that the flow around a surface-mounted
cube is complex and re-attachment occurs both on

a)

b)

Fig. 11 Isosurface of the time-averaged SGS dissi-
pation of �� in LDKM. a) � 	 
 ACB.A���� �
� �_! �
� , b) � 	 
 ACB.A���� �
� �"! �"# .
the top of the cube, lateral surfaces and behind the
cube in Figs. 5 and 6. This flow complexity is cau-
sed by vortices generated in the shear layer on the
top and the lateral sides of the cube (see Fig. 14).

The main features of this flow are:

1. the horseshoe vortex

2. the secondary corner vortex upstream of the
cube

3. lateral vortices

4. the vortex system on the top of the cube

5. the secondary vortex behind the cube

6. two recirculation vortices behind the cube

The horseshoe vortex
The horseshoe vortex on the lower channel wall

is shown in the mean in Fig. 2 and instantaneous in

7 OF 14

AMERICAN INSTITUTE OF AERONAUTICS AND ASTRONAUTICS PAPER 2001–0432



−40 −20 0 20
0

0.5

1

1.5

2PSfrag replacements

5
�

` * R 9)( T ?�� a L

−1500 −1000 −500 0 500 1000
0

0.5

1

1.5

2

PSfrag replacements

5
�

` R 93(�a L � ` * T ?�� a LFig. 12 � ��� � � �"! �	��
 ��� � �_! 
 . OEM. a) � 	 
 A[B.A ��� ��� ���
is denoted by � � . � ������������� ��� (solid line), � ������������� ���
(dashed line), � ��� ��� � ��� � � (dashed-dotted line),
� ��� ��� � ��� � � ( � � ), � ��� ��� � ��� � � ( � � ); b) � 	 
 ACB.A�� � � #/� is de-
noted by � � . �!����� ��� (solid line), �!����� ��� (dashed line),
� ������� ��� ��� ( ��� ), � ������� ��� ( � � ).

0 2 4 6 8 10 12 14 16
−6

−4

−2

0

2

4

6

8

0 2 4 6 8 10 12 14 16
0

1

2

3

4

5

PSfrag replacements

C O

C
Mesh A

Fig. 13 Time history of dynamic coefficients
��"

and
�

. Solid line: LDKM; dashed-dotted line: OEM.

Fig. 15. In these figures, the horseshoe vortex and
other coherent structures are visualized with the
second invariant of the velocity gradient # . The se-
cond invariant of the velocity gradient # is defined
as

# 	 * �� ; 0
 9; � ( ; 0
 (; � 9 	 * �� $ 02 9)( 02 9)( * 0% 9)( 0% 93('& (9)

where 0% 9)( is the anti-symmetric part of the resolved
velocity gradient tensor.21

The position of the horseshoe vortex on the la-
teral side of the cube can be seen in Fig. 16a. This
was compared with the results of Hussein and Mar-
tinuzzi5 shown in Fig. 16b. We found that the po-
sition of the horseshoe leg in the plane � �"� 	 � =B-�2

Fig. 14 Vortices generated in the shear layer.
Time-averaged velocity planes ( ��� � �"! �'� and
 ��� � � . The face to the right is the downstream
face of the cube.

is � �"�*) � =B- while in the experiment the position
of the horseshoe leg is � �"�+) � = ��2 . To explain this
difference in the location of the horseshoe legs we
refer to findings by Castro and Robins.2 They found
that the shape of the horseshoe vortex is influ-
enced by the oncoming boundary layer. As already
mentioned, we used the experimental velocity pro-
file (constant in time) as the inlet boundary condi-
tion. Probably, only a real, fully developed channel
flow inlet boundary condition can give the correct
boundary layer thickness. The difference in the
position of the horseshoe vortex between the expe-
riments and the LES simulation is probably caused
by the incorrect inlet boundary condition. We have
also observed that LES simulation without a mo-
del gives a smaller distance between the two legs
of the horseshoe vortex than does simulation with
one-equation models, see Fig. 5.

The secondary corner vortex upstream of the cube
The secondary corner vortex upstream of the

cube can be seen in Fig. 2. The position of this cor-
ner vortex is discussed in section “Statistics of the
mean flow” as curve C .

Lateral vortices
We observed two recirculation regions formed

by the lateral vortices in Fig. 5. These are here
shown as streamlines of the mean flow projected
onto the channel floor. There centers are located
at � ���,) � =B� , � ���,).- � = ) . One of these recircula-
tion regions is shown in Fig. 17 as a time-averaged
velocity vectors in plane � �"��	 * � =B2�2 . These re-
circulation regions are approximately of the same
size, shape and position in our LES with OEM and
LDKM (Figs. 5b and 5c). In LES without a mo-

8 OF 14

AMERICAN INSTITUTE OF AERONAUTICS AND ASTRONAUTICS PAPER 2001–0432



a)

b)

Fig. 15 Instantaneous second invariant of the ve-
locity gradient � � � colored with the velocity
magnitude with two different times.

del in Fig. 5d, these recirculation regions are longer
and tilted compared with the ones in simulations
with OEM and LDKM.

We visualized the lateral vortices using the se-
cond invariant of the velocity gradient # and follo-
wed their lifespan from the formation close to the
front vertical edge of the cube to the breakdown
close to the rear vertical edge of the cube. We made
a number of movies for this study (see Ref. 18).
Here, we are limited to showing only some snap-
shots in Fig. 15, with a fully developed lateral vor-
tex in Fig. 15a and breakdown of this vortex in
Fig. 15b. The lateral vortex is nicely shown in
Fig. 15a, and it has the shape of the ear of a tea
cup. At approximately / ��� of the cube height (the
tea cup), the vortex (the ear) attaches to the lateral
side of the cube, which can also be seen in Fig. 17.
The lateral vortex (Fig. 15) attaches to the lower
channel wall close to the cube, which can also be

a)
Z 1

Y

1.8 1.35 0.9 0.45

0.6

1.2

0.3

0.9

X

b)

Fig. 16 Time-averaged velocity field in the plane� ��� � #c! ��� in: a) LES using OEM; b) experiment.

Fig. 17 Time-averaged velocity vectors in plane
 ��� � � �"! ��� .
9 OF 14

AMERICAN INSTITUTE OF AERONAUTICS AND ASTRONAUTICS PAPER 2001–0432



a)

Fig. 18 Time-averaged streamlines showing the
lateral vortex.

seen in Fig. 14.
In the mean, as mentioned before, this vortex

forms a vortex near junction of the channel floor
and the cube shown in Fig. 18. The position of this
vortex is here visualized using streamlines, which
show a vortex stretching from the lateral wall to
the floor. The attachment of this vortex on the late-
ral side of the cube can be compared with the focus
in Fig. 17.

The vortex system on the top of the cube
There is a multiple vortex system on the top of

the cube, shown instantaneously in Fig. 15 and in
the mean in Figs. 19 and 20. Again in Fig. 15,
we can see how these vortices are formed at and
shed from the upper front edge and how their shape
changes during the time. These vortices form in
the mean two cone-like structures with their base
close to the position � �"� 	 � � 5 ��� 	 � = � and their
nibs attached on the top of the cube near the late-
ral sides. These structures are visualized in Fig. 19
using streamlines. The same structures are indica-
ted in Fig. 20 using mean velocity vectors in plane
5 �"� 	 � = � � . Again the attachment of the cone-like
vortices on the top of the cube in Fig. 19 is corre-
lated with the position of the recirculation foci (the
nibs) in Fig. 20. Martinuzzi and Tropea1 found that
these vortices result in complicated surface shear
stress patterns. These shear stress patterns were
studied here in the mean in Fig. 21. As expec-
ted, surface shear stress, ' 	 , is correlated with the
mean velocity in the boundary layer (see Figs. 20
and 21). We found that the largest values of ' 	 in
the mean are in the separation region on the top of
the cube and at the corners of the cube (see Fig. 21).
The latter is a result of the large velocity gradients
at the corners of the cube.

Fig. 19 Time-averaged streamlines on the top of
the cube.

Fig. 20 Mean velocity vectors in plane ( ��� � #c! �'� .
The secondary vortex behind the cube

The secondary vortex behind the cube is shown in
Fig. 22. This vortex is visualized here using mean
velocity vectors and vorticity isolines in the plane� ��� 	 � .

Recirculation vortices behind the cube

The wake flow was studied thoroughly both in-
stantaneously and in the mean. Both stream-wise
vortices behind the cube are shown in Figs. 23, 24
and 25. Studying Figs. 23 and 24 we find that the
axes of the back vortices are tilted with respect to
the vertical axes. In Figs. 25 and 26, the suggestion
of Martinuzzi and Tropea1 that these vortices join
at the symmetry plane is confirmed.
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Fig. 21 Mean surface stress. The face to the right
is the lateral face of the cube.

Fig. 22 Time-averaged velocity vectors and vor-
ticity isolines in the plane 
 ��� � � , showing the
secondary vortex behind the cube.

The surface pressure
Castro and Robins2 pointed out that the surface

pressure field in the wake region is of great impor-
tance for a proper understanding of the flow around
surface-mounted bodies. Surface mean pressure
is shown in Fig. 27. We found that the surface
pressure field, both in the wake and on the top and
lateral sides of the body, is highly oscillating (see
Fig. 28). The observation by Castro and Robins2

of the strong pressure gradient close to the leading
edges is confirmed in Fig. 29.

Exchange of the fluid between the separation
regions

Hunt et al.3 observed the exchange of fluid
between the separation regions. They concluded

Fig. 23 Time-averaged streamlines behind the
cube. Time-averaged velocity plane 
 ��� � � . View
of downstream face of the cube.

a)

PSfrag replacements

b)

c)

Fig. 24 Time-averaged velocity field in plane: a)� ��� � #c! � , b) � ��� ��#�! � and c) � ��� ��#�! � .
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a)
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b)

Fig. 25 Time-averaged velocity field in plane: a)( ��� � �_! ��� and b) ( ��� � �"! �
� .

PSfrag replacements

Fig. 26 Time-averaged pressure isosurface � �
� �"! ��� . View of downstream face of the cube.

Fig. 27 Mean surface pressure. The face to the
right is the lateral face of the cube.

PSfrag replacements

PSfrag replacements

PSfrag replacements

Fig. 28 Surface pressure with three different ti-
mes. The face to the right is the downstream face
of the cube.
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Fig. 29 Point “A” is located at x/H=0. OEM. a) Time-
averaged surface pressure coefficient � ��� ��� compu-
ted along the line ��� � shown in b).

that the separation region in the flow around a
three-dimensional bluff body cannot be closed. To
come to this conclusion, they used a surface oil-
film visualization. Their results are confirmed in
Fig. 30. Here, we have plotted two velocity vector
planes at � ����	 � = 2 and � �"��	 � =B2 . We can see
how the streamlines stretch from the lateral vorti-
ces to the back vortices, showing the exchange of
the fluid between vortices. This phenomenon was
also studied instantaneously using simulated hyd-
rogen bubbles (see Ref. 18).

Mimicking the experiments

Using LES results one can make visualization
similar to the visualizations obtained in more tra-
ditional experimental techniques. We simulated
particle traces in Fig. 31. This can be compared
with the experiments with hydrogen bubbles. We
found that some “bubbles” lose their kinetic energy
and attach on the front face of the cube in Fig. 31.
Some “bubbles” are convected downstream in spiral
motion forming the horseshoe vortex (see Fig. 31).
Other “bubbles” in the shear layer of the recircu-
lating region behind the cube are attracted by the
separation region and can be attached to the rear
surface of the cube.

Fig. 30 Exchange of the fluid between late-
ral and back vortices. View of lateral face and
downstream face of the cube.

Fig. 31 Simulated hydrogen bubbles.

Conclusions
Large Eddy Simulation was used for the simula-

tion of the flow around a three-dimensional bluff
body. This flow was studied thoroughly, both in
the mean and instantaneously. The inlet boundary
condition was the experimental velocity profile con-
stant in time. This leads unavoidably to an in-
correct boundary layer thickness upstream of the
body. Still, the sharp edges of the obstacle define
the separations and minimize the influence of the
inlet boundary condition on the statistics.

It was shown that it is possible to obtain accu-
rate results at an acceptable computational cost.
The computational cost for the case of the surface-
mounted cube is represented by 	 ) � CPU hours on
a SGI R10000. Two one-equation subgrid models
were compared. Computations with a model gave
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better results than computation without a model.
The transfer of the turbulent energy was studied,
and the reverse transfer of energy (“backscatter”)
was predicted. Flow features observed in the visu-
alization by Martinuzzi and Tropea1 are confirmed
in this work.
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Hanjalić, K. and Obi, S., “ERCOFTAC/IAHR/COST Works-
hop on Refined Flow Modeling,” Delft University of Technology,
1997.�

Rodi, W., Ferziger, J. H., Breuer, M., and Pourquié, M.,
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